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Discrete Element Modeling of Pervious Concrete
Compressive Strength to Optimize Mixture Composition

by Othman AlShareedah and Somayeh Nassiri

Pervious concrete is a stormwater management practice used in the
United States, Europe, China, Japan, and many other countries. Yet
the design of pervious concrete mixtures to balance strength and
permeability requires more research. Sphere packing models of
pervious concrete were used in compressive strength testing simu-
lations using the discrete element method with a cohesive contact
law. First, three mixtures with varied water-cement ratios (w/c) and
porosities were used for model development and validation. Next,
an extensive database of simulated compressive strength and tested
permeability was created, including 21 porosities at three wi/c.
Analysis of the database showed that for pavement applications
where high permeability and strength are required, the advised
porosity is 0.26 to 0.30, producing average strengths of 14.4, 11.1,
and 7.7 MPa for w/c of 0.25, 0.30, and 0.35. The model can guide the
mixture design to meet target performance metrics, save materials
and maintenance costs, and extend the pavement life.

Keywords: compressive strength; discrete element method (DEM); mixture
composition; pervious concrete; sustainable pavement.

INTRODUCTION

The increased urban development in the last century in
the United States and other countries undergoing rapid urban
development has led to the removal of vegetation and soil,
grading of the land surface, and construction of roads and
buildings. Consequently, the area of impermeable surfaces
has increased, which leads to higher peak discharge and
frequency of floods in urban areas.!? In addition to inun-
dation and erosion damage to roads and buildings in flood-
prone areas, the increased volume of runoff has been shown
to carry more pollutants.* One strategy to reduce flood
hazards in urban areas uses infrastructures such as perme-
able pavements that increase infiltration and storage of water
in the soil.>*® One class of these pavements is pervious
concrete pavement, which has been shown to reduce the
risks of flooding, remove some pollutants, provide good
acoustic absorption of traffic noise, and provide better skid
resistance over traditional concrete surfaces.®!°

Researchers showed that pervious concrete could retain
heavy metals such as dissolved phosphorus, copper, and zinc
under different simulated rainfall intensities.” Additionally,
pervious concrete can be used as a drainage system in mine
sites to filter the contaminated wastewater. Studies showed
that pervious concrete could raise the low pH of the mine
wastewater to 12, which precipitates heavy metals such as
iron, aluminum, and magnesium. Sulfate ions in mine waste-
water were also removed by the reaction with the dissolved
portlandite from the cement paste in pervious concrete and
the formation of gypsum.®

ACI Materials Journal/November 2023

Pervious concrete has a granular skeleton of coarse aggre-
gates bound by a cement paste coating at joint locations. !
Pervious concrete is made by removing all or most of the
fine aggregate from a standard concrete mixture, lowering
the cement paste, and applying a certain level of compaction
to create a solid, porous pavement material at the desired
porosity for fast stormwater drainage.

Numerical modeling of pervious concrete—Pervious
concrete pavement use has seen an increased interest in recent
years.!? In addition, there has been an uptick in research on
various aspects of this technology, including mixture propor-
tioning, testing, and characterization.!! However, studies on
modeling its mechanical properties (mainly compressive
strength) as a function of porosity are scarce. Therefore, this
model would have important implications for optimizing
mixture composition and required compaction to achieve
target mechanical properties. Furthermore, such a numerical
model is a guiding tool to tailor the various properties with
fewer lengthy and costly experimental trials.

The granular macrostructure of pervious concrete makes it
the right candidate for models based on the discrete element
method (DEM). The DEM accounts for discontinuities by
modeling the material as an assembly of particles interacting
based on a user-defined contact law. Two-dimensional (2-D)
DEM models were developed by Lian et al.!* and Singh and
Biligiri'* to predict the stress-strain behavior of pervious
concrete using circular particles. Air voids were randomly
distributed in the 2-D model to achieve the desired porosity
in Lian et al.’s study. In another study by Singh and Bili-
giri, X-ray computed tomography (CT) scans of pervious
concrete specimens were used to distribute the air voids
for the model.!*!'* These models were advanced to a three-
dimensional (3-D) DEM model by Pieralisi et al.,'> who
simulated compressive and tensile tests of pervious concrete
consisting of spherical particles (aggregates) covered by a
shell of cement paste. However, the experimental data set
used to calibrate the model was produced using an uncon-
ventional compaction method (using a hydraulic press with
a precise loading rate), which does not represent the standard
practice of making pervious concrete cylinders. Thus, the
input properties of their simulated specimens may require
improvements. In another DEM study, Xie et al.!® recreated
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fracture patterns of pervious concrete. In their study, contour
shapes of aggregates were obtained using X-ray CT, then
filled with clumped spheres and used in Particle Flow
Code 3-D (PFC3D) DEM software. Cubical packings were
generated in PFC3D, and a parallel-bond contact model
was adopted to simulate the behavior of pervious concrete
under compression. In this contact model, the particles were
connected by imaginary discs that could resist axial forces
and bending moments depending on the defined elastic
properties of the bond.!® Compared to experimental results,
their developed model captured the different stages of frac-
ture in pervious concrete. The simulation revealed that the
cracks in the cement paste bond between the aggregate are
the main reason for failure in pervious concrete, while,
unlike conventional concrete, cracks in the aggregate rarely
occur. This model, however, relies on scanned aggregates
and does not offer estimates of standard design parame-
ters such as strength and porosity. Vaddy et al.!” used DEM
with a spherical particle packing to model the behavior of
pervious concrete under flexural strength. The calibrated
model achieved 97% accuracy in predicting the flexural
strength of pervious concrete at different porosity levels.!”
The fracture behavior of pervious concrete made with steel
slag was investigated by Xu et al.'® Spherical particles were
employed to model pervious concrete notched beams under
a three-point bending test using PFC3D with the parallel-
bond contact model. The model correctly predicted the crack
propagation path. In addition, the relationship of peak load
with notch depth was accurately predicted by the calibrated
model.'8

In addition to DEM, other numerical methods were used
to simulate the mechanical behavior of pervious concrete.
Fascetti et al.!” modeled the fracture of pervious concrete
under compression using the lattice discrete particle model
(LDPM). In this approach, the concrete microstructure is
discretized into polyhedral cells, where each polyhedral
cell represents the aggregate covered by mortar in concrete.
The microstructure of pervious concrete was reproduced to
match the pervious concrete mixture with 24% porosity and
specific aggregate gradation. The LDPM model was able to
predict the failure modes of pervious concrete tested in the
laboratory.!” The LDPM needs to be expanded to predict the
compressive strength of pervious concrete with a wide range
of porosity levels and aggregate gradations.

Research approach—The reviewed studies are successful
examples of simulated mechanical testing of pervious
concrete to predict its mechanical properties but have prac-
tical and technical limitations, as discussed previously.
This study demonstrates the practical outcomes of simu-
lating mechanical testing of pervious concrete for mixture
optimization using an advanced 3-D model of the actual
laboratory-cast cylinders. The model incorporates porosity
and water-cement ratio (w/c) as inputs to predict the strength
because past studies have shown porosity and the paste
strength (controlled by the w/c) are the most critical param-
eters influencing the mechanical properties of pervious
concrete. 2022

This modeling approach uses Yade DEM open-source
code for sphere packing integrated with the constitutive

Table 1—Pervious concrete mixture compositions

Coarse aggregate, | ASTM Type I/I1
Mixture ID kg/m? cement, kg/m? wlc
M-0.34 1372 309 0.34
M-0.27 1630 285 0.27
M-0.25 1630 309 0.25

cohesive particle model (CPM) to govern the behavior of the
interacting spheres.? In the last decade, Yade has emerged
as a robust DEM platform widely used by researchers to
estimate the mechanical and hydraulic properties of granular
materials, rocks, and other porous solids.?*?® Furthermore,
the CPM in Yade was explicitly developed and used by
researchers to simulate the mechanical properties of conven-
tional concrete.?%3!

In this study, spherical particles are used to create packings
that represent pervious concrete porosity. The model param-
eters were defined based on the test results of cylinders from
different mixture compositions with varied w/c and porosity.
Experimental results of porosity and compressive strength
of laboratory-cast pervious concrete cylinders were used
to develop and calibrate the 3-D DEM-CPM model. The
model was then used to create a large compressive strength
data set of pervious concrete at 21 various porosity levels
(0.15 to 0.35 range) and three w/c. In addition, permeability
test results from the literature were gathered for the simu-
lated porosity levels to include this performance parameter
in the mixture optimization process. Finally, based on the
model outputs and literature data, recommendations were
provided to tailor the pervious concrete porosity and w/c to
achieve the desired compressive strength and permeability
with minimum laboratory trials for low and high mechanical
stress applications.

RESEARCH SIGNIFICANCE

In this study, an advanced DEM model was used as a
practical tool to determine the optimum w/c and porosity
of pervious concrete that renders the desired performance
parameters—that is, strength and permeability—for low and
high mechanical stress applications (sidewalks versus street
application). By identifying the suitable ranges of porosity
and w/c that produce target levels of permeability and
compressive strength, fewer laboratory trials are needed for
mixture design—further customizing strength and permea-
bility for the target application results in more economical
and environmentally friendly mixtures using fewer virgin
materials (cement and aggregate).

MATERIALS AND METHODS

Mixture design and preparation of specimens

Pervious concrete samples from three different mixture
designs, as shown in Table 1, were used in the study. The
mixtures had three distinct w/c of 0.25, 0.27, and 0.34. The
mixtures were labeled with M for mixture, followed by their
w/c value.

Regarding the aggregate particle-size distribution, 91% of
the aggregate was sized between 9.5 and 4.76 mm, 6% was
2.38 mm, and 3% was 12.7 mm. In terms of admixtures,
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1.451 and 1.409 kg/m*® of water-reducing and hydration-
stabilizing admixtures, respectively, were used in all the
mixtures.

A total of 55 cylinders were cast and tested for model
development. The fresh pervious concrete was placed in
cylindrical molds measuring 100 x 200 mm (diameter x
height) in two equal lifts and compacted by striking the mold
sides with a rubber mallet and drops of a Proctor hammer.
Each mixture composition in Table 1 was used to cast cylin-
ders with different porosity levels by changing the amount
of pervious concrete placed in the molds and adjusting
the compaction level. Higher porosity levels (>0.30) were
achieved by reducing the mass of fresh pervious concrete in
each cylinder mold and reducing the compaction effort, while
lower porosity levels (<0.30) were achieved by increasing
the fresh pervious concrete mass and compaction effort. At
least two cylinders were made for each porosity level within
a 0.22 to 0.37 porosity range. The cast cylinders were sealed
to prevent moisture loss and kept in laboratory conditions to
cure for 7 days before compression testing.

Test methods

Porosity of hardened pervious concrete—The porosity of
pervious concrete cylinders was obtained following ASTM
C1754/C1754M-12.? First, the dry mass (M, in g) and
the dimensions of the cylinder (in cm) are taken; then, the
submerged mass (M, in g) is measured and used to estimate
the porosity by Eq. (1)

(M d Mv)

Porosity (fraction) = 1 — pwVs

(1)

where ¥, is the volume of the cylinder (cm?®) based on
measured dimensions; and p,, is the density of water, defined
as 1 g/cm’.

Uniaxial compression test—The uniaxial compressive
strength of pervious concrete cylinders at 7 days of age was
obtained in a displacement-controlled loading regime at a
1 mm/min rate to allow for a no-shock steady loading. The
vertical displacement of the cylinder under compression was
measured using a linear variable differential transformer
(LVDT). The stress-strain curve was obtained from the
load-displacement measurements used for calibration and
validation of the proposed model.

MODEL DESCRIPTION

DEM model description

Pervious concrete consists of coarse aggregates bonded
by a thin layer of cement paste. When a pervious concrete
specimen is loaded in compression to the maximum load
capacity, cracks typically initiate in the cement paste that
binds the aggregates.’>* This behavior can be modeled
using the DEM, where an assembly of spheres with a user-
defined contact model describes the sphere skeleton’s
behavior under the applied stresses. In this study, Yade,?
an open-source DEM platform, was used to model pervious
concrete stress-strain behavior under uniaxial loading
involving two major steps. First, Newton’s second law is
used to calculate the acceleration of the particles caused
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by the applied load, which is then time-integrated using an
explicit integration scheme to obtain the positions of the
particles. Second, the contact forces generated by particle
collision are calculated based on the constitutive law of the
contact, which will be described in the following sections.
For a given particle (i) at a one-time step, the translational
and rotational motions are expressed using Eq. (2) and (3)

Fi = mi; (2)
M; = Lo, (3)

where F; is the force (N); M; is the moment (N-m); m; is the
mass (kg); /; is the moment of inertia (kg'm?); ii; is the accel-
eration (m/s?); and @; is the angular acceleration (rad/s?).
This process is repeated at every time step until the end of
the simulation.?33637

Polydispersed spherical particle packing spheres were
packed in a cylindrical mold to form a 100 x 200 mm (diam-
eter x height) cylinder similar to the actual pervious concrete
cylinder. First, spheres were generated stochastically in the
mold in different diameters (Fig. 1(a)) following the same
particle-size distribution of the real aggregates used in this
study. Then, compaction is applied by moving a rigid circular
plate from the top opening of the mold down to compress the
spheres while keeping the mold walls rigid to prevent mold
expansion (Fig. 1(b)). The packing porosity is calculated as

V-,
P=— (4)

where Vs is the total volume of all the spheres; and V is
the volume of a cylinder occupied by the spheres. When
the desired porosity (Eq. (4)) and the height of the packing
(200 mm) are both achieved, the compaction is stopped. The
compaction is allowed to continue to release the locked-in
contact forces until the ratio of the applied forces to the
contact forces is less than 1 x 107, At this time, the simu-
lation ends, and both the cylindrical mold and the loading
plates are removed. The sphere packing (Fig. 1(c)) is then
ready to be used in compression simulations. The number of
spheres in each packing with a 0.22 to 0.37 porosity range
(as seen in Table 2) was 2227 to 1781, respectively. The
compacted cylinder is used in a new simulation where the
CPM is assigned as the contact model, and two rigid plates
are created at the top and bottom of the specimen for loading.
The contact model that governs the interaction between
the spheres during compaction is a linear-elastic cohe-
sionless model developed by Cundall and Strack.*® In this
contact model, forces are only transmitted in compression
following a linear-elastic behavior as expressed in Eq. (5)

Fn = kn t Uy (5)

where F), is the compressive force in the normal direction;
k, is the contact stiffness; and u,, is the normal displacement.
Furthermore, frictional forces are also transmitted according
to Eq. (6)



Fr=kr-ur (6)

where Fris the shear force; k7 is the contact shear stiffness;
and ur is the tangential displacement.

Effect of particle shape

While the use of spherical particle shape in the DEM
provides computational simplicity, the use of spheres is not
fully representative of the material response under external
pressure at the microscopic level. For instance, researchers
found that the use of spherical particles underestimates the
friction angle, while using particles with an aspect ratio
higher than 1 increases the friction angle of the packing and
the shear force between particles due to the interlocking
effect between particles.**! As shown by Xie et al.!® and
Fascetti et al.,'”” modeling the actual particle shape in the
DEM provides realistic failure modes and enables better
analysis of the fracture patterns of concrete.

However, using irregular-shaped particles requires a more
complex contact detection algorithm to calculate the resul-
tant forces between the contact of corners and sides of the
neighboring angular particles. These interactions result in
a significant increase in required computational capacity.
Liu et al.*? used actual aggregate shapes (obtained from

Table 2—Calibration values of DEM model
input parameters

Parameter Description Calibrated value
E Contact bond Young’s modulus, GPa 16.5
v Contact bond Poisson’s ratio 0.15
[0) Contact bond friction angle 50 degrees

Contact bond’s maximum elastic strain 4
& . .. L 1.52 x 10
in tension in normal direction

Cp Bond’s initial cohesion, MPa 1.45

For M-0.34: 1.50
For M-0.25: 1.63

Yint Interaction factor (Fig. 2)

Compaction mold

X-ray CT scans) to generate particle packings and model the
response under the applied stress. A single simulation takes
up to 8 hours using actual aggregate shapes, but it takes only
22 seconds to run the same simulation with spherical parti-
cles. In addition, a large database of scanned aggregates with
a variety of shapes is required to generate DEM packings
with irregular particle shapes that are representative of the
actual pervious concrete.

Modeling particles as spheres enables predicting the
response of packings with different particle sizes and
porosity levels under compression at a significantly lower
computational capacity and simulation time due to their
lower complexity as opposed to the actual irregular shape
of aggregates. While the use of the realistic aggregate shape
provides insight into the microscopic behavior and fracture
modes, the main objective of this study is to predict the
global compressive strength of the packing as a function of
particle size and porosity. Therefore, the spherical shape was
adopted as the particle shape in the DEM modeling in this
study due to the affordable computational cost and the lower
complexity level compared to modeling the actual shape of
the aggregates. Moreover, the error in estimating the exact
interaction between particles due to spherical shapes can be
somewhat offset by calibration of the contact model with
actual experimental results.

Spheres contact model

In this study, the CPM contact model in Yade was used
in which “fictitious” bonds are formed between spheres to
represent the effect of cement paste in bonding the aggre-
gates in pervious concrete. The bonds between spheres are
created at the beginning of the simulation using an interaction
factor (vy,,). By setting v;, to 1, bonds are generated between
spheres with a radius r; only when they are directly in contact
(Fig. 2(a)), while increasing the factor-generated bonds with
the spheres that are overlapping in a circular zone with a
radius equals to y;, - 7;, as illustrated in Fig. 2(b). Increasing
Y results in higher strength due to a higher number of bonds

Compaction plate

200 mm

Fig. I—Sphere packing process: (a) initial state; (b) compaction, and (c) final sample representing pervious concrete cylinder.
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between spheres and vice versa. The user-defined properties
of the bonds are uniform in all the packing.

Contact characteristics in normal direction—The CPM
constitutive law of the local contact between spheres
subjected to forces in the normal direction features damage-
plastic behavior in tension and linear-hardening elasto-
plastic behavior in compression, as illustrated in Fig. 3.%
The normal stress-strain equation that governs the contact
between spheres is shown in Eq. (7)

oy = (1 — oH(ey))Eey (7)

where oy is the normal stress (MPa); E is the bond elastic
modulus in the normal direction (MPa); €y is the normal
strain; o is the damage variable, which is a ratio that reduces
the stiffness of unloading or reloading of the tension portion
of the model; and H(ey) is the Heaviside function (0, 1),
which turns on the damage variable only during tensile
loading when the maximum elastic strain in tension (&)
is exceeded. The damage variable is identified based on
Eq. (8)%

®=1 —%exp(—gmg_f ‘C’f) )

where g, is the current maximum ey; and &, represents the
initial slope of the softening branch of the stress-strain curve

O Spheres in contact with X

O Spheres not in contact with X Fictitious bonds
N

(a)

(Fig. 3). Moreover, the tensile strength of the bond at each
contact is calculated as the product of ¢, and E. In compres-
sive loading, a linear-hardening elastoplastic model is
adopted for the CPM, where &, is the maximum elastic strain
in compression (which is calculated as 10 times ¢;), and P, is
a factor that determines the modulus of the hardening branch
(taken as 0.3),% as seen in Fig. 3.

To obtain the forces generated from spheres interaction to
be used in motions’ equations (Eq. (2) and (3)), the stresses
are multiplied by the contact area of the interacting spheres.
The contact area (4.) is calculated based on Eq. (9)

Ac = nrminz (9)

where r,,;,, corresponds to the radius of the smaller sphere at
the contact.?’ This will ensure that larger spheres in contact
will have stronger bonds as compared to the bonds between
smaller spheres.

Contact characteristics in shear direction—The contact
shear stress (o7) of the CPM is defined as

or = G(er—¢&4) (10)
where G is the shear modulus (calculated as 20% of E); er
is the shear strain; and €% is the plastic portion of the shear

strain.?’ Unlike the normal stress formulation, here, the
damage is imposed by limiting the shear stress instead of

New bond

Radius =y,

(b)

Fig. 2—Effect of interaction factor on bond creation between spheres: (a) yy = 1; and (b) yiy > 1. Increasing yyy factor

increases number of bonds between neighboring spheres.

oy « ..—p
b | Tension
—
Ty
T (A=—w)E
—ey ey
E A E
& &4+ & Ear
v L 1F2f N
+ —y
Compression

Fig. 3—Stress-strain curve of CPM model in normal direction with illustration of parameters of tensile portion of model.
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Fig. 4—Calibrated model predictions for stress-strain compared with experimental curves for: (a) M-0.34 (higher w/c); and
(b) M-0.25 (lower w/c) (porosity = 0.24). Calibrated model is able to predict actual stress-strain curves of pervious concrete.

the shear strain. The yield shear stress o7, is determined by a
Mohr-Coulomb failure criterion, which is given as

(11)
(12)

oy = Cr— oytang
CT: Cm(l — (,0)

where oy is the normal stress (Eq. (7)); and Cry and ¢ are
material input parameters that represent the initial cohesion
and angle of friction, respectively.’’*} Based on the damage
variable ® (Eq. (8)), Cpy is reduced to the current cohesion
Cr during the simulation. Initially, the shear stress (c7) eval-
uated in Eq. (10) is compared with the yield shear stress
(o3). If or < oy, then oy is evaluated as G - €. However,
if 67> oy, then the bond at the contact is damaged, and o7
is considered as og. The shear force is calculated similar
to the normal force by multiplying oy with the contact area
between the two interacting spheres.

Note that during DEM simulation, the bonds are formed
between the spheres at the beginning of the simulation using
Yiu» @8 shown in Fig. 2. Once the bonds that are connecting
one sphere to other spheres are damaged, that particular
sphere will be labeled so that no new bonds will be formed
with other spheres, and the contact law will be cohesionless
and fully elastic.?

Simulation of uniaxial compression tests

For simulations, sphere packings were placed between
two plates in which the bottom plate was fixed. In contrast,
the top plate moves downward at a constant velocity equal
to the loading rate in the actual test. Failure occurs when the
packing collapses and cannot support more loading.

MODEL DEVELOPMENT

Parameters of DEM model

The measured stress-strain curves of the tested cylinders
were used in defining the model parameter (v;,;, &, E, v, 0,
Cp) to reproduce the behavior of pervious concrete under
compression. Cylinders with the same porosity level but
different w/c were used for calibration, including three cylin-
ders from M-0.34 and three cylinders from M-0.25 mixtures,
all with a porosity of 0.24. Four sphere packings with the
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same dimensions and porosity (0.24) as the actual cylinders
from each mixture design were created and used in the cali-
bration. Using four sphere packings ensured that the calibrated
parameters were representative of different random packing
arrangements by the model for the same porosity level.

The sensitivity of the model parameters was tested by
changing the values for one parameter at a time to study
the sensitivity of compressive strength to that parameter for
each sphere packing. Each parameter was changed at a time
by doubling the benchmark value and then by reducing it to
half. It was observed that the parameters could be listed in
the order of sensitivity to the compressive strength as y;,, >
g>E>v>0¢ > Cp.

The last three parameters (the least influential parameters)
of v, ¢, and Cpy were fixed throughout the calibration process
to simplify the model development process, while the values
of the three most critical parameters—E, ¢, and vy;,—were
adjusted in an iterative process until the model error in esti-
mating the peak stress (compressive strength) was less than
15%. The simulated stress-strain curves were also visually
examined to ensure they were similar to the experimental
relationships, as seen in Fig. 4. The model predictions for
stress-strain followed the patterns of the measured stress-
strain curves of pervious concrete cylinders. The jagged
fluctuations in the simulated stress-strain curves result from
the collapse of the voids and the bond breakage within the
packing during the loading process (Fig. 4).

Finally, the peak stress from simulated stress-strain curves
was compared to the laboratory-measured compressive
strength of the cylinders, giving an error of less than 15%.
Therefore, the values of the calibration parameters from
these DEM models were deemed appropriate. These values
are listed in Table 2. The v and ¢ values were selected based
on testing results of concrete properties in other studies,**
while the Cpy value was fixed at 1.45 MPa based on initial
calibration trials.

Next, the model was used to simulate the compressive
strength testing of cylinders from all the other mixtures.
The effect of the w/c is reflected in the value of the inter-
action factor, v;,, which was calibrated for the two mixture
designs, as shown in Table 2. Based on the calibration, the
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Fig. 5—Simulated compression testing by DEM showing damage evolution of DEM packing. Simulated failure modes are
compared to actual failure mode of pervious concrete cylinders. Model is able to predict different failure modes of actual

pervious concrete.

relationship between the w/c and the value of the v,,, in the
DEM model is as follows.

Yo = 1.9911 — 1.444 x (w/c) (13)

This linear relation was used to define the vy;,, for mixtures
with w/c different than the calibration mixtures. In future
studies, more pervious concrete mixtures with the same
porosity should be added to the data set to expand the
application of this equation to a wider range of mixture
formulations.

Figure 5 shows the damage progression in three cylin-
ders that failed in different ways. A color-coding based on
the average residual tensile strength of the bonds between
neighboring spheres is used to show the damage level. When
the bonds between one sphere and all neighboring spheres
are entirely broken, the damage will be 1 (fully damaged),
and the color turns dark red, as illustrated in Fig. 5. It can be
seen that the model can capture some of the common failure
modes of a concrete cylinder as depicted in ASTM C39/
C39M-21,% such as diagonal fracture and side fractures.
Previous studies also reported these failure modes when
testing pervious concrete cylinders under compression.*8-%

Comparison with experimental results

The model predictions of compressive strength were
validated with the experimental results of the remaining
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49 cylinders (after excluding the cylinders used for model
calibration). Figure 6 illustrates the experimental results and
the corresponding model predictions for the tested cylinders
at different w/c.

It can be observed that the model predictions are reason-
ably accurate for w/c of 0.27 and 0.34 with an average error
of 25% and 29% and a standard error of estimate (SEE)
of 2.56 and 2.7 MPa, respectively. However, the model
overestimates the compressive at a 0.25 w/c by an SEE of
5.09 MPa. This higher error is not resulting from an issue
with the model calibration but rather an unsuitable mixture
composition. At a 0.25 w/c and a porosity range of 0.27
to 0.32, the pervious concrete mixture was dry and non-
workable, resulting in a poor distribution of cement paste
and insufficient paste at some of the joints between the
aggregates. Therefore, the compressive strength of the
cylinders cast from this mixture declined sharply compared
to specimens with 0.24 average porosity used for model
calibration (Fig. 6). This effect cannot be captured in the
model, resulting in overestimating the compressive strength.
In practice, chemical admixtures can be used to enhance the
workability of the mixture while keeping the w/c at 0.25 to
achieve higher compressive strength.

Moreover, the differences between the model predic-
tions and experimental results are strongly attributed to
the difference in the particle shape. Using a uniform shape
of spherical particles creates a different skeleton structure

1
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Fig. 6—Model predictions versus experimental results for compressive strength of pervious concrete cylinders from different
w/c. Standard error of estimate for w/c of 0.25, 0.27, and 0.34 is 5.1, 2.56, and 2.7 MPa, respectively. Model predictions for
pervious concrete with w/c of 0.27 and 0.34 are satisfactory; however, model overestimates compressive strength of pervious

concrete with 0.25 w/c.

and pore distribution than the actual pervious concrete that
consists of irregular-shaped aggregates. These differences in
the particle shape affect the load-transfer paths and create
different strength results at the same porosity level. Never-
theless, the model is useful in estimating the compressive
strength of pervious concrete at a specific porosity level and
w/c with reasonable accuracy.

This level of accuracy of the developed model in this study
is similar to other numerical models developed for pervious
concrete. For instance, the finite element model for fiber-
reinforced pervious concrete developed by Akand and Yang?!
reached a 23% error compared to experimental results. Other
researchers have developed compressive strength predic-
tion models for pervious concrete with higher accuracy.
However, these models were either regression models based
on specific mixture designs or did not include inputs such as
aggregate gradation and w/c.'>%?

DEMONSTRATION OF MODEL'S PRACTICAL
APPLICATIONS: EFFECT OF AGGREGATE SIZE
ON COMPRESSIVE STRENGTH

The model was used to investigate the effect of aggre-
gate size on the compressive strength of pervious concrete.
Sphere packings with single-size spheres were generated
at a 0.30 porosity and three sphere sizes: 2.38, 4.76, and
9.5 mm. Three packings were prepared for each sphere size
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to account for the randomness of the sphere packing process
and the associated variation in packing arrangements at the
same porosity. The average compressive strength of the
single-size sphere packings with the three sphere sizes is
shown in Fig. 7.

As expected, increasing the sphere size creates larger
pores in the packing, as illustrated in the horizontal cross-
section view of the packings in Fig. 7. Increasing sphere
sizes from 2.38 to 4.76 mm increased the compressive
strength by 153%, while increasing the sphere sizes from
4.76 to 9.5 mm increased the compressive strength by 244%.
Larger sphere sizes created more contact areas between
the spheres (Eq. (13)), which increased the strength of the
packing and vice versa. This phenomenon was confirmed
by experiments in other studies.’3-*® Furthermore, a larger
aggregate size results in a thicker cement paste coating and
a higher concentration of cement paste at the joints between
aggregates, increasing strength. In contrast, reducing the
aggregate size results in a larger number of aggregate parti-
cles and larger surface area for the same volumetric content,
less cement paste at the joints between the aggregates, and
thinner cement paste film on the aggregate surface, which
results in lower strength.

From the stress-strain curve, the elastic modulus can be
obtained as

ACI Materials Journal/November 2023
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E:(Sz—Sl)/(Sz—Sl) (14)

where E is the modulus of elasticity; S; and S, are the stress
corresponding to 40 and 80% of the ultimate stress, respec-
tively; and &, and &, are the strain at S; and .S,. Using a larger
single-size aggregate increases the elastic modulus of the
packing. This behavior is captured by the model, as seen in
Fig. 7(b). The £ (Eq. (14)) of the 2.38, 4.76, and 9.5 mm
single-size sphere packings is 4.7, 5.6, and 17.4 GPa,
respectively. It can be observed that increasing the particle
size from 2.38 to 4.76 and 9.5 mm increased £ by 18.5 and
268%, respectively.

DEMONSTRATION OF MODEL'S PRACTICAL
APPLICATIONS: EFFECT OF w/c ON
COMPRESSIVE STRENGTH

The model was used to investigate the effect of the w/c
(represented by the vy,,, factor) on the compressive strength
for the same porosity. Three sphere packings at 0.25 porosity
were prepared. The sphere packings were assigned a v;,
factor of 1.63, 1.56, and 1.49 (based on Eq. (13)) to repre-
sent three w/c: 0.25, 0.3, and 0.35, respectively. Again, three
randomly generated sphere packings for each w/c account
for the variation in parking arrangements at the same
porosity. Moreover, the sphere packings used in this section
consisted of spheres with the same particle-size distribution
as the actual aggregates described in the section “Mixture
design and preparation of specimens.”

The change in the average compressive strength for the
w/c for sphere packings with the same porosity levels is
shown in Fig. 8. In actual pervious concrete, the change in
the w/c affects the strength of the cement paste that bonds
the aggregates, and consequently, the strength of the packing
is affected. For instance, at the same porosity, the increase
in the w/c is associated with a reduction in the strength of
the cement paste that transfers the load between the aggre-
gates’ skeleton, which adversely affects the strength of the
pervious concrete.”’ Increasing the w/c from 0.25 to 0.3
and 0.35 resulted in a 21 and 47% reduction in the average
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compressive strength (Fig. 8), showing the DEM model is
sensitive to the changes in the w/c and captures its impact on
the compressive strength correctly through the v;, factor as
defined by Eq. (13).

The stress-strain curves of the sphere packings tested with
each w/c are shown in Fig. 8(b). In addition to reducing the
compressive strength, increasing the w/c from 0.25 to 0.3
and 0.35 reduced the average E of the sphere packings by 19
and 31% (Fig. 8).

DEMONSTRATION OF MODEL'S PRACTICAL
APPLICATIONS: MIXTURE DESIGN

The validated model was used to generate a large data
set of 189 sphere packings in the porosity range of 0.15
to 0.35 (typically used in producing pervious concrete’®)
to estimate the compressive strength. In addition, 53 data
points of permeability results of pervious concrete with the
0.15 to 0.35 porosity range were collected from the litera-
ture. %% This section aims to develop recommendations
for the design of pervious concrete pavement for different
applications considering their required performance metrics
(strength and permeability).

At each porosity level within the 0.15 to 0.35 range, three
packings were generated to account for the variability in
pervious concrete properties caused by the randomness of
aggregate packing. In total, 63 cylindrical sphere packings
were generated with the particle-size distribution described
in the section “Mixture design and preparation of speci-
mens.” Three w/c were used in this analysis: 0.25, 0.3, and
0.34 (v, 18 1.63, 1.56, and 1.5, respectively). This range was
within the typical w/c used in producing pervious concrete
as reported by ACI 522R-10.%° The compressive strength
results of the 63 packings at three w/c (63 x three w/c = 189
simulations) are shown in Fig. 9.

Based on the compressive strength data, a multi-linear
regression model (Eq. (15)) was developed using Sigma-
Plot statistical software. The coefficient of determination
(R? value) of the developed model was 0.52, and its SEE
was 2.7 MPa. The relationship between the simulated
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compressive strength of pervious concrete and its porosity
and w/c is as follows.

Compressive strength (MPa) =
35.976 — (65.736 - w/c) — (0.224 - porosity (%)) (15)

The scatteredness in the compressive strength results
demonstrated in the low R? values is common in pervious
concrete due to the large heterogeneity in the material
caused by the random packing of aggregates (spheres in the
model).?>* Based on the model results, reducing the w/c
from 0.34 to 0.3 enhanced the compressive strength by an
average of 2.4 MPa at the same porosity range. In contrast,
reducing the w/c from 0.34 to 0.25 enhanced the compressive
strength by an average of 5.9 MPa. For pervious concrete
pavement thickness design, the compressive strength in
Eq. (15) can be used to estimate the flexural strength using
Shah and Ahmad® as recommended by ACI 522R-10%

£,=0.083/.12° (16)
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In addition, based on the 53 data points from the litera-
ture,>*%9% the permeability of pervious concrete increases
exponentially with increased porosity and can be estimated
using the expression in Eq. (17) (R* = 0.5).

Permeability (mm/s) = 0.595 - e!0177porosity (7))

Based on Fig. 9, when relatively high strength and high
permeability are desired, pervious concrete should be
designed to have a porosity in the 0.26 to 0.3 range. Within
this porosity range, pervious concrete can be produced with
an average compressive strength of 7.7, 11.1, and 14.4 MPa
when mixed with a w/c of 0.34, 0.3, and 0.25, respectively.
In addition, pervious concrete with 0.26 to 0.3 porosity
can attain a permeability ranging from 8.7 to 12.7 mm/s. It
should be noted that reducing the w/c will affect the work-
ability of the mixture; therefore, it is recommended to use
dispersion admixtures to improve the workability and the
compactibility of the mixture while maintaining a low wi/c.

For pervious concrete in applications where mechanical
stress is negligible but high permeability and a lower risk of
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pore clogging is desired (for example, sidewalks or parking
lots near heavy vegetation), a 0.30 to 0.35 porosity range can
be used. In this range, permeability in the 12.7 to 21 mm/s
range can be obtained with a lower risk of clogging and,
therefore, maintenance. In a previous study by the authors,
simulated pervious concrete with aggregate sizes in the 4.75
to 9.5 mm range and 0.3 porosity showed a lower risk of
clogging than 0.2 porosity due to larger pore sizes, which
can accommodate more sediment particles without fully
blocking water flow.®” In addition, pervious concrete with
a 0.3 to 0.35 porosity level requires fewer virgin materials
(aggregate and cement) and, thus, lower cost. The average
compressive strength for a 0.30 to 0.35 porosity range is 6.1,
8.3, and 11.2 MPa for w/c 0of 0.34, 0.30, and 0.25.

In high-traffic applications where high strength is the top
priority, the pervious concrete advised porosity is 0.15 to
0.26. The average compressive strength for a 0.15 to 0.26
porosity level is 9.3, 11, and 15 MPa. These porosities should
be achieved by increasing compaction and maintaining the
w/c at 0.34, 0.30, and 0.25 for each porosity level because,
as shown in Fig. 9, higher compressive strength values can
be achieved by reducing the porosity.

The foregoing discussion is an example of the practical
use of numerical models to tailor the mixture design (that
is, w/c, target porosity, and aggregate-size distribution) to
achieve certain levels of mechanical properties. While this
analysis is limited to a specific range of w/c and particle-size
distributions, the model applications can extend to mixture
designs with different w/c and aggregate sizes.

CONCLUSIONS

The discrete element method (DEM) was used in this
study to simulate the mechanical behavior of pervious
concrete under uniaxial compression using sphere packings
and a cohesive contact model. The model incorporated the
effect of porosity and mixture design by generating sphere
packings with the same porosity of cast specimens and
assigning cohesive bonds with a calibrated factor to repre-
sent the water-cement ratio (w/c) of pervious concrete.

The model was validated with the experimental results
of 49 specimens with various mixture compositions. As a
result, the model can estimate the compressive strength of
pervious concrete with reasonable accuracy within the range
of variation seen for the compressive strength of pervious
concrete. Moreover, the model was found to be sensitive to
the effect of aggregate size and w/c by testing sphere pack-
ings with different single-size spheres and w/c (bond interac-
tion factor values) in uniaxial compressive strength testing.
Model results indicated that increasing the sphere sizes from
2.38 to 4.76 and 9.5 mm enhanced the compressive strength
by 153 and 244%. Furthermore, a higher w/c from 0.25 to
0.3 and 0.35 reduced the average simulated compressive
strength by 21 and 47%.

The model was then used to simulate the compressive
strength of pervious concrete at 21 varied porosity levels
ranging from 0.15 to 0.35 at three w/c: 0.25, 0.3, and 0.34.
The compressive strength results were combined with the
permeability data set collected from the literature to recom-
mend the optimum target porosity and w/c to meet specified
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strength and permeability metrics. For the 4.75 to 9.5 mm
aggregate gradation, it was concluded that a porosity range
0f 0.26 to 0.3 provides an optimum combination of strength
and permeability. At a w/c of 0.25, the average estimated
compressive strength is 14.4 MPa, and the average is
1.07 mm/s.

In future studies, the model calibration can be extended
to include mixtures made with supplementary cementitious
materials, recycled aggregates, and water-binder ratios (w/b)
higher than 0.35 to expand the model applications. By iden-
tifying the best range of porosity and w/c to strike a balance
between permeability and compressive strength, limited
laboratory trials may be needed for mixture composition
design. Furthermore, mixture composition optimization can
produce more economical mixtures using fewer virgin mate-
rials, requiring less maintenance and vacuuming to remove
clogging and extending the life cycle of the pavement.
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An Improved Prediction for Bond Strength of Deformed
Bars in Concrete Externally Confined with Fiber-

Reinforced Polymer

by Zhenwen Xu and Dongming Yan

External bonding with fiber-reinforced polymer (FRP) offers a
potential solution to mitigate the detrimental effects caused by
load impact and corrosion, which can weaken the bond strength
of reinforced concrete structures. However, existing models need
to be improved in addressing the FRP confinement mechanism and
failure modes. As a solution, the proposed model employs stress
intensity factor (SIF)-based criteria to determine the internal pres-
sure exerted on the steel-concrete interface during various stages
of comprehensive concrete cracking. Critical parameters are eval-
uated using weight function theory and a finite element model.
A bond-slip model is introduced for the FRP-concrete interface
and reasonable assumptions on failure plane characteristics. The
internal pressure model employed demonstrates that FRP confine-
ment has the ability to generate dual peaks in stress distribution
and modify their magnitude as the confinement level increases. The
proposed predictive model demonstrates superior performance
in failure modes, test methods, and wrap methods for assessing
bond strength with FRP confinement. The accuracy of this model
is indicated by an integral absolute error (IAE) of 9.6% based on
125 experimental data, surpassing the performance of the other
three existing models. Moreover, a new confinement parameter
is introduced and validated, showing an upper bound of 0.44 for
enhancing FRP bond strength. Additionally, a general expression
validating the bond strength model with FRP confinement is estab-
lished, allowing for the prediction of bond length.

Keywords: analytical model; bond strength; fiber-reinforced polymer
(FRP) confinement; stress intensity factor (SIF); weight function.

INTRODUCTION

In light of the challenges of inadequate anchorage design
and corrosion-induced cracking in reinforced concrete
(RC) elements, a viable solution lies in applying externally
bonded fiber-reinforced polymer (FRP) reinforcement. This
approach is recognized for its notable efficacy in repairing
and reinforcing damaged RC structures: the reinforcement
can be fortified through additional confinement, augmenting
lap bond strength and reducing the risk of premature split-
ting failure.

To date, a wide range of research has been conducted on
FRP effective confinement. In particular, single-layer FRP
enhanced the ductility of bond failure, and the length of
the reinforcement bond did not influence the bond strength
enhancement A’L’S‘,,;.I'g’ Moreover, an increase in the level of
FRP confinement led to a change in the failure mode. Separate
investigations* revealed that a higher rib height increased the
bond strength and elastic stiffness, while FRP confinement
increased the slip value. The bond strength enhancement
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derived from FRP wrapping becomes more pronounced as the
relative cover thickness ratio ¢/d decreases.’ Recent research
has also examined the bond performance of reinforcement
materials, engineered cementitious composites,®’ and
epoxy-coated reinforcement combined with seawater marine
sand concrete,® all subjected to FRP confinement under
static loads. Furthermore, an improved method® for testing
FRP-confined specimens was compared by performing both
static and cyclic load tests. While the critical slip increased
with the number of cycles, the rate of increase was lower for
carbon FRP (CFRP) confinement compared to unconfined
beams.!® Moreover, a consistent trend was found in fatigue
bond strength similar to that observed during static loading,
regardless of variations in FRP type or cover thickness.!!"!2
Furthermore, various authors evaluated FRP confine-
ment’s effectiveness in bond strength enhancement At
Corrections to the expression for the stirrup confinement
were applied to the bond strength enhancement Atg, for
the FRP confinement,"* where At,, was considered to be
independent of the FRP strain. However, this model'? is
limited to FRP reinforcement ratios p,not exceeding 0.35%.
Similarly, using the bond strength enhancement model Az,
developed by stirrup confinement!*!* led to a linear increase
in Aty with the number of FRP layers until reaching an
upper limit of 0.25."* Another study'® combined the elastic
modulus ratios of the stirrups and FRP, along with the FRP
equivalent area. An upper limit of Az, was eventually deter-
mined to be 0.40. Moreover, FRP strains with respect to
concrete surface strain, reinforcement diameter, and FRP
axial stiffness were also considered.” However, the model
is limited to specimens with short anchorage lengths and
small relative concrete cover thicknesses. Based on the
Mohr-Coulomb friction theory and the thick-walled cylin-
drical model, a study* was conducted by considering the
concrete cover, reinforcement diameter, and radial displace-
ment of the concrete. However, it has not yet been validated
for longer bond lengths. Recently, a practical strain control
approach'®!” demonstrated improved accuracy in predicting
the bond strength enhancement resulting from FRP confine-
ment and the actual FRP strain experienced during bond
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failure. However, these findings were based solely on
beam-splitting tests, indicating the need for additional vali-
dation data. It is worth noting that different test methods,
FRP types, and FRP layouts can yield varying upper bounds.
Consequently, an urgent demand exists for a unified confine-
ment model that effectively evaluates FRP confinement.

The previously mentioned models for partial bond strength
enhancement can indirectly assess FRP confinement’s effec-
tiveness, but they cannot characterize bond strength directly.
To address this limitation, some researchers have combined
the unconfined model'*!¥-! with the inclusion of the FRP
confinement index K, to establish a confinement model that
accurately reflects bond behavior. For instance, based on
the unconfined model,'* a confinement index K,.r was intro-
duced by considering the FRP effective stress.?? The FRP
confinement index K., was also enhanced by incorporating
aspects from the stirrup confinement index."” Addition-
ally, the confinement index K., built upon the unconfined
model,?*?* which applies to both FRP strip types and FRP
reinforcement. It is worth mentioning that the Gong et al.?®
model, inspired by the exponential form model,2® solely
considers the compressive strength and the contribution of
FRP. Nevertheless, empirical models developed for specific
databases need help when making reasonable predictions for
other databases. In addition, parameter superposition contra-
dicts the bond strength enhancement Aty

The aforementioned predictive model solely focuses on
the ultimate bond strength. However, it fails to consider the
multiple peaks observed on the bond-slip curves under FRP
confinement.®” These peaks indicate that the efficacy of the
FRP as a confining stress agent is determined not only by
the distribution of tensile stress within the FRP,%” but also
by the bond mechanism between the FRP and concrete at
the surface cracks. Consequently, the exact mechanism for
FRP confinement in each cracking scenario remains to be
determined. Compared to conventional stirrup confine-
ment, further research is required to refine different methods
of FRP reinforcement (wrap technique, FRP type, and the
number of FRP layers) to enhance the bond strength. Addi-
tionally, an appropriate prediction model must be developed
to account for single and multiple confinement instances.

RESEARCH SIGNIFICANCE

The challenges related to FRP confining stress, bond
strength augmentation, failure mechanism analysis, and
theoretical bond models persist throughout each stage of
concrete cracking. The study is significant for: 1) a better
comprehension of the mechanisms through which exter-
nally applied FRP enhances the bond strength during
different stages of concrete cracking; 2) the development
of an improved model capable of accurately predicting the
bond strength of deformed bars in FRP-confined concrete,
accounting for various cases; 3) the proposal of a novel FRP
confinement parameter to establish the upper limit of bond
strength enhancement; and 4) the formulation of a compre-
hensive expression for bond length with FRP confinement
in conjunction with a simplified model for bond strength.
These findings have significant implications for future
advancements in enhancing the design expressions of
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Fig. 1—Simplified approach for FRP confinement.

FRP and furthering the comprehension of confined bond
performance.

ANALYSIS MODEL OF INTERNAL PRESSURE
Simplification of concrete and FRP confinement

The rectangular concrete with FRP confinement depicted
in Fig. 1 is simplified to a thick-walled cylindrical model,
with the defect angle 6, for the different wrapping methods
indicated by the black line, where the defect angles 6, are
0 and /2 for full and U-shaped wraps, respectively. b and
a represent the outer radius of the hollow cylinder and the
deformed bar radius, and ¢ represents the minimum thick-
ness of the side and bottom concrete cover (¢, ¢;). However,
using a minimum concrete cover thickness ¢ suffered from
an overestimation of the bond strength,** so the recom-
mended equivalent radius for the FRP in Fig. 1 is half of the
inner and outer circles of the square.

Critical crack depth for failure mode

From the perspective of crack depth e, it is simply consid-
ered that pullout failure occurs in locally cracked concrete
(0 < e < c¢) and vice versa for splitting failure (e = c), but
FRP confinement causes a change in the critical crack depth
e.- when pullout failure occurs. The critical crack depth e,
needs to be determined to evaluate the maximum pullout
bond strength.

Assume that the concrete within the FRP is divided into
the cracked part and uncracked part, where the cracked part
is subjected to the internal pressure P, exerted on the surface
of the reinforcing rib, and the confining pressure P, on the
uncracked part can be determined by the force balance
equation.

2n(e + a)P, = 2maP, )

The uncracked concrete can be regarded as a thick-walled
cylinder subjected to uniform internal and external pressure,
with the internal pressure being the reverse force P, of the
cracked concrete, and the external pressure being the radial
confining force Py, provided by the FRP. In addition, the FRP
circumferential tensile stress is the maximum circumferen-
tial pressure stress Gy, to which this part of the concrete is
subjected at » = e + a, equal to the concrete tensile strength f,.

b*(Pp—P.) (e+a)’P,—bPy
Oomax — 2 2 2 2 (2)
b*—(et+a) b*—(e+a)
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Fig. 2—FRP confinement model: (a) three-dimensional view; and (b) top view.

Given that the modulus of elasticity £, of FRP is much
greater than concrete E., it is further assumed that the
concrete at FRP has zero radial displacement due to the
effective confinement of FRP—that is, U,—, = 0. As per the
theory of thick cylinders, the radial displacement U, at any
given radius 7 can be determined.

| (a p?— r2P/b2)r2(l —VJr—

Uy = 7273 o
ELr=a®) | a22(Py, ~ P)(1 + vy

)

Letting U,—, = 0 in the previous equation simplifies the
calculation to give the FRP confining force expressed by
Eq. (4),%” where the concrete Poisson’s ratio v, is 0.2.

2(e + a)?

P = (1+v)e+a?+(1—v)b? @)

Substituting Eq. (1) and (2) into Eq. (4) yields Eq. (5)

P, (1=v)b*+ (1 +v)e+a)? (e+a)
v T 2 2 (%)
Ji (1=v)b> =1 +v)e+a) a

Deriving e from the previous equation to find the crit-
ical crack depth e, of the concrete at which P, reaches its
maximum value

b+1\2b
2

e, = 0.546 x —a = 0.659h—a (6)
Therefore, e, = (0.659b) — a can be considered the critical
value for the occurrence of maximum pullout bond strength.

Theoretical model of internal pressure

The internal pressure P, related to bond strength can be
expressed by Eq. (7), where P, and Py, represent the internal
pressure provided by the concrete and FRP confinement on
the interface.

Pr:Pc+Pﬁ1 (7)

As shown in Fig. 2, to account for the effect of FRP confine-
ment in the development/splice region, according to the force
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balance using Eq. (8), the FRP line load Pover the bond length
can be combined with the confining angle 8,,, to determine
the internal pressure Py, acting on the reinforcing bar-concrete
interface, where the FRP confining angle 0., = © — 0.50.. b,
and syare the width and spacing of the FRP, respectively.

[Py * acosddd = P+ Pcos(0.50,) ®)

Contribution of concrete

Case 1: Pullout failure—Despite some cracks observed
around the reinforcement-concrete interface in specimens
with a smaller concrete cover diameter-to-reinforcing bar
diameter ratio ¢/d, bond failure due to pullout still occurred
due to the FRP confinement. The internal pressure P, by
concrete contribution?® is used for pullout failure in Eq. (9),
where |, is the steel-concrete friction coefficient.

c

jﬁ( 2.88 ) ©

t \ 1 +2.7¢70753

Case 2: Splitting failure—The total internal pressure P. at
the interface can be considered to be provided by the inner
cracked concrete P, and the outer uncracked concrete P, in
Eq. (10).

P.=P,+P, (10)

Weight function theory

To investigate the issue of inner concrete cracks with spec-
ified geometric parameters, the weight function method?®’
can effectively provide solutions for stress and displace-
ment boundaries. When an arbitrarily distributed load o, is
applied to a linear-elastic structure with a crack depth e, the
weighted integral of the weight function m(x, e) can be used
to calculate the stress intensity factor (SIF) K, value at the
crack tip by Eq. (11) and (12).

K, = (e)cn(x, 0)m(x, e)dx (11)

5 1+M1(1—%)1/2+

o (12)
M=) | a(1-3) +my(1-3) "
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Fig. 3—Finite elements with in-plane cracks: (a) boundary confinement; and (b) load application.

where K, represents the SIF for Mode I fracture; 6, represents
the stress distribution on the crack surface; and M; (i =1, 2,
3) represents the weight function coefficient.

Finite element model

To determine the weight function coefficient M; (i = 1, 2,
3) in Eq. (12), it is necessary first to derive the SIF K, at the
crack tip using the finite element (FE) model. To increase
the model’s applicability and representativeness, as shown
in Table Al of Appendix A,” concrete compressive strength
f.' is varied from C20 to C60, along with the corresponding
elastic modulus with a Poisson’s ratio v, of 0.2. Moreover,
the concrete cover-to-reinforcing bar diameter ratio c/d
is varied in the range of 1 to 4, incremented by intervals
of 1, and the relative crack depth e/c is varied in the range
of 0.1 to 0.9, incremented by intervals of 0.1. As shown in
Fig. 3(a), the cracks in the inner concrete are assumed to be
symmetrically distributed and modeled using the Abaqus FE
code based on the crack numbers N, where the load appli-
cation face includes a symmetry face and a crack surface.
Local coordinates are set on the symmetry face to limit the
radial displacement of the model. Near the cracked surface
in Fig. 3(b), a segmentation surface is set and divided into
smaller mesh sizes. At the crack front, the radius of the inner
and outer contours surrounding the crack tip are specified as
0.1 and 1 mm, respectively. The convergence at the crack
tip is achieved using a fine triangular mesh consisting of
three-node linear plane strain triangular elements (CPE3).
The integration beyond the crack front employs eight-node
bilinear plane strain quadrilateral elements (CPESR) to
establish optimal load distribution.

Load distributions ¢, (where o, is the magnitude of the
applied load) are uniform, linear, and quadratic (n =0, 1, 2)
by Eq. (13) and are applied to the crack surface along the
crack direction (x-direction) defined by the overall coordi-
nates (x, y). Finally, the SIF K, for the three loading condi-
tions can be derived from the Abaqus FE code.

“The Appendix is available at www.concrete.org/publications in PDF format,
appended to the online version of the published paper. It is also available in hard copy
from ACI headquarters for a fee equal to the cost of reproduction plus handling at the
time of the request.
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o, = 0o*24) (n = 0,1,2) (13)

The SIF K, (n=0, 1, 2) is generally normalized to an influ-
ence coefficient without dimension £, in Eq. (14), which is
displayed in Table A1, provided in Appendix A.

K,
GoTE (14)

F, =

The influence coefficient F, (n = 0, 1, 2) is a function of
the cylinder radius ratio y = b/a and the crack relative depth
x = e/c. An algorithm (Appendix A) was developed to calcu-
late the influence coefficient for crack number N (N = 2, 3)
with an R? value of over 99.6% (refer to Fig. 4).

4 4 . .
Fy(x, ) =ZI, Z;,Anyx"I'lJ}"l'l, n=0,1,2 (15)
=1 =

Considering the crack relative depth x = e/c and the influ-
ence coefficient F, as variables, the weight function coef-
ficient M; (i = 1, 2, 3) can be determined by the following
equations.

_ T _7871:F1 84F2>_£

M, = @<12F0 SR s (16)
_L —105 315F1_315F2

M, = \/5( 2F, T x? >+21 a7
_ T _2647[F1 252F2 _ﬁ

M3—@(48F0 = ) s (8)

SIF-based crack propagation criterion

The internal pressure P, exerted by cracked concrete on
the interface is determined using the weight function, accom-
plished by introducing the SIF-based crack propagation
criterion®” into the thick-walled cylindrical model through
Eq. (19), where Kp(e) and K(e) are the SIF caused by the
stress distribution c,(x) and cohesive stress 6.(x) acting on
the crack surface, respectively.

Ki(e)—Kc(e) =0 (19)

ACI Materials Journal/November 2023



Fig. 4—Influence coefficient F, through cylinder radius
ratio y and relative crack depth x.

Kp(e) represents the SIF caused by the stress distribu-
tion o,(x) at the crack surface,’' and this can be modified in
Eq. (20), where the inner pressure P,, causes stress distribu-
tion o,(x) at the crack surface in Eq. (21).

Kp(e) = Jo(Pe + 0,(x)m(x, €))dx (20)

P,a> 2

K(e) represents the SIF caused by the cohesive stress 6.(x)
distributed along the crack surface and can be expressed by
Eq. (22).

Ke(e) = [oo.(x)m(x, e))dx 22)

considering the relatively small concrete cover being exam-
ined, assuming that the crack width w(x) follows an approx-
imately linear pattern. The cohesive stress c.(x) within the
fictitious fracture zone, defined by Eq. (23),%? is depen-
dent on the crack depth e (0 < x < e) and incorporates the
exponential-softening traction-separation law33 between the
concrete cohesive stress ¢,,(x) and the fictitious crack width
w(x).3

00 =0,() + (fi—o,())g, 0<x<e  (23)
Internal pressure P, at the crack tip is provided by the

outer uncracked concrete in Eq. (24), where f, represents the
tensile strength of concrete.

b*—(a+e)?

Pee = fipr (g v oy (24)

In accordance with the equilibrium condition of forces,
internal pressure P,; at the interface can be expressed as

+
P, = Pec% (25)
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The uncracked concrete provides more internal pressure on
the interface than the crack tip. Due to the Lau et al.*> model
not considering the contribution of uncracked concrete, the
critical crack depth e, is approximately equal to the radius
a, consistent with the elastic-plastic analysis results. Equa-
tion (26) is suggested as the additional pressure P, provided
to the interface by uncracked concrete.

L eb’—(ate)
Pe=lapyiarey (26)
To derive the internal pressure-crack depth curve (P.-e)
at the interface, the relevant equations are substituted into
Eq. (19) using an integral algorithm developed in Wolfram
Mathematica 11.36

jg{ (PP <(Pl;2_—P;)2a (1 " (a izx)2> )m(x’ e) }dx B

) ch(x ym(x,e)dx = 0 27

After cracks develop on the concrete surface (e = c¢), the
residual confining pressure P,,., provided by the cracked
concrete decreases as the surface crack width w(c) increases.
However, the whole concrete cover satisfies an anisotropic
displacement field, with concrete boundary conditions where
the inner strain equals the crack displacement, and the radial
stress on the concrete surface equals the FRP confining
stress. Therefore, assuming the residual confining pressure
P,.,.s provided by the fully cracked concrete remains constant

PV.VC‘S = Pr.e:c (28)

The concrete parameters required for the analysis of
internal pressure P, are determined as follows®’: tensile
strength f; = 0.3£,3; elastic modulus E. = 21,500((f;" +
8)/10)"7; and fracture energy G, = 0.032((f.’ + 8)/10)"7.
Based on experimental results,*® most specimens exhibited
cracking into one to three pieces. It is noted that the brittleness
of concrete increases with compressive strength, increasing
the singularity of the crack tip and then producing fewer
cracks. Therefore, when concrete compressive strength £’ >
40 MPa (5.8 ksi), the crack number is recommended to be
N =2; otherwise, N = 3.

Contribution of FRP confinement

The unified bond model combines the FRP confinement in
Fig. 5 for both failure modes with respect to concrete crack
depth e and surface crack width w(c).

Case 1: Pullout failure—Figure 5(a) demonstrates the rela-
tionship between the variation in concrete crack depth e and
the corresponding FRP circumferential concentrated force
Py. This force signifies the hoop effect exerted on the crack
tip, which can be mathematically expressed by Eq. (29).

Pr=Eg(c)4y 29)
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To calculate the FRP section area A, as mentioned in
Eq. (30), Eq. (31) proposes a method to determine the equiva-
lent number of layers ny, of FRP over the bond length /, where
m is the total number of FRP in the bond length /; n,is the
number of FRP layers; Eis the elastic modulus of the FRP;
and by and t; are the width and thickness of one FRP, respec-
tively. When by is larger than bond length /, b,is equal to /.

A=ty (30)
mb/-
me = mp (3D)

If the equivalent number of FRP layers n, < 3, it
is advised to use double thickness (2f), whereas, using
more layers, a similar effect to that of FRP sheets can be
achieved,* so a single-layer thickness (#/) is recommended.

Concrete strain g.(e) at the crack tip is equal to cracking
strain g, = f,/E., so the concrete strain €.(c) at the FRP can
be derived in Eq. (32), where E. is the elastic modulus of
concrete.

2(e + a)?
g.(c) = Sc(e)m, 0<e<c (32)

Case 2: Splitting failure—Figure 5(b) shows that the core
concrete is considered to be fully cracked when the crack
depth exceeds the concrete cover (e = ¢). In this case, the
circumferential concentrated force Py exerted by the FRP
provides a further confining stress to the interface, which is
equal to the tensile force of FRP and the bond force between
the FRP and surrounding concrete in Eq. (33). The concrete
strain €.(c) at the FRP in the first term is suggested to be
equal to ¢.,. The bond force between the FRP and the cracked
concrete in the second term is equal to the local bond stress
1/(s) multiplied by the bond area 4,4 as defined in Eq. (34).
The determination of the concrete circumferential defor-
mation A, which is associated with the bond area 4, in
Eq. (35), involves deducing the analytical solution for both
the total crack width Nw(c) and cohesive stress G,,(c) within
the internal crack. By doing so, the relative slip s between
the FRP and concrete can be determined, and it is equivalent
to the surface crack width w(c) stated in Eq. (36). Ultimately,
this enables the calculation of the circumferential concen-
trated force Prexerted by the FRP.

Py = Eppady+ O (33)
Apr= mbsq (34)

Ao = Nw(c) + 2nb%(f) (35)
s =w(c) (36)

An association is established between the local bond
stress 1/(s) and relative slip s occurring between the FRP
and concrete. This relationship is expressed mathematically
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Fig. 5—Concrete strain and FRP tensile strength: (a) pullout
failure; and (b) splitting failure.

through Eq. (37).* Following the existing literature, it is
suggested that the peak bond stress should be set at a value
of 3.5£,/%1°. Additionally, the corresponding slip s, is approx-
imately 0.065 mm (0.00254 in.), which aligns closely with
the findings presented by Dai et al.*! (0.064 mm [0.0025 in.])

(s) = Ty s S (37)
2+ (So)

where wy is the crack width at which the cohesive stress

reduces to zero; wy = 5.2G//f,.

The flowchart in Fig. 6 analyzes the maximum internal
pressure P, for both failure modes. The crack depth e and
surface crack width w(c) are the key parameters discussed
within this context. Case (1) involves substituting the contri-
butions of concrete cover (Eq. (9)) and FRP (Eq. (8)) into
Eq. (7). On the other hand, Case (2) entails substituting the
contributions of concrete cover specified by Eq. (10) to (23),
(26) to (28), and (47) to (52) in the Appendix, and FRP spec-
ified by Eq. (29) to (37) into Eq. (7), enabling the deriva-
tion of the P,-e curve. Next, further insights can be obtained
by differentiating Eq. (7) concerning e and equating the
resulting differential coefficient to zero.

ANALYTICAL FORMULATION OF BOND MODEL

Figure 7 illustrates the generation of internal pressure P,
resulting from bursting stress on the failure plane, denoted
by the red line, which is balanced by the confining action
of the surrounding concrete cover and FRP confinement,
allowing the relationship between the maximum internal
pressure P, and bond strength t, to be established over the
rib spacing S,. To consider the effect of bond length / on the
experimental bond strength (t,..,), a reduction coefficient y
is introduced for modification.*?

Bond strength enhancement

The total bond strength can be attributed to the contribution
of the concrete cover and the FRP confinement. This study
introduces an alternative critical cracking method to assess
the bond strength enhancement Arsp,/\/fc’ resulting from FRP
confinement. In cases where the concrete cover undergoes
complete cracking, the interfacial confining pressure Py,

ACI Materials Journal/November 2023



~
| Concrete |
v

-

I 1
I I \
i Yes No -
: P with : : . we)>0 M with Eq. !
I Eq.(6,29~32) | 1 (11~18),(47~52) .
I 1 I
| | v 1 [ Pwith P, with e i
: : ! 1] Eq.(33~37) || Eq.(29~32 & Wi g, I
I | P,with Eq. (8) ! ! 9. { ) 9:¢ ) (19~23) !
o = 1 1 l ¢ 1
: : : P,,-e curve with . :
: . Eq. (8) | P, withEq.26) | !
I ! I
I : i i
1 P.-e curve with 1
. Eq.(10),(27) !
3 l 1
‘Pr.lmlx ” Pr.rrs with ”
with Eq. (7) | M Eg. (28) X
Fig. 6—Flowchart to determine internal pressure.
imparted by the FRP is determined by the maximum circum- @ Failuge plane P m
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ferential force Py, experienced by the FRP, as indicated
in Eq. (33). By simplifying the equations, a new proposed
confinement parameter Py can be expressed by Eq. (38),
where n,, is the number of split steel bars.

2f(Epnsty+ 3.5£,%1%(0.13 + 21b)) mb,
Enyd(1 + sin(0.50,)) 1

Pp = (38)

Case 1: Pullout failure—Under the combined influence
of the concrete cover and FRP confinement, the shear stress
surpasses the shear strength of the concrete, which leads to
the occurrence of a failure plane along the horizontal, as
demonstrated in Fig. 7(a), due to the high cohesive strength
at the interface between the reinforcement and concrete. In
scenarios where the maximum bond strength is assumed,
the concrete strain €. is considered equal to the cracking
strain €., (€.([0.659h] — a) = ¢, at a critical crack depth e, =
(0.659h) — a, as stated in Eq. (32). By incorporating the
internal pressures exerted by the concrete and FRP confine-
ment, as described in Eq. (7) substituted into Eq. (39), the
average bond strength 1, over the rib spacing S, is anticipated
to consist of the interaction between the concrete-concrete
interface among the ribs (S,9) and the concrete-upper rib
surface (Sp.). Regarding confined concrete, the coefficients
of friction ; and p, for steel-concrete and concrete-concrete
are 0.6 and 0.53,* respectively.

n(HZSrO + HlSﬂat)(d + 2hr)
v

Ty = (PC+Pﬁ,) TEdSr

(39)

Case 2: Splitting failure—In Fig. 7(b), the splitting failure
mechanism for cracked concrete corresponds to the crushing
of wedge-shaped concrete. The bond strength versus internal
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Fig. 7—Schematic for bond failure: (a) pullout failure; and
(b) splitting failure.

pressure in the plane of splitting failure is represented by
Eq. (40), and the relationship between recommended rib
angle o and the rib height-rib spacing ratio (%,/S,) can be
seen in the author’s previous literature.*?

tan <arctan(a — arctan <%> )) +u,

Y (40)
1 — potan <arctan<a — arctan (y’) >)

4

Tu = Pr~max

Darwin and Graham* suggested a plausible range of
rib angles between 17 and 40 degrees, highlighting the need
to consider this variation. In this study, for different confine-
ment levels of FRP, the average rib angle a. = 28.5 degrees
is used for the beam tests, and a = 40 degrees for the
better-confined pullout tests in the present study. If the rib
geometry is not reported in the data sets,* the rib spacing S,.,
rib height 4,, and rib surface width S, are taken according
to the Chinese steel code.*®
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MODEL VALIDATION AND COMPARISON
Validity of proposed bond model

One hundred twenty-five experimental data are used to vali-
date the proposed model from pullout tests>?*#74% and beam
tests!'»162249 with two main wrap modes: full wrap>!6-254748
and U-shaped wrap.''?24 All data sets include splitting
failure, while pullout failure is also accounted for in certain
data sets.?>*7%8 Moreover, rib spacing S, and rib height 4,
are taken as 12.37 and 1.73 mm (0.482 and 0.067 in.).?2434

In Fig. 8, a comparative analysis explored the influ-
ence of two factors, namely the crack number N and the
FRP thickness, on the relative internal pressure P,/f,, Two
specimens, namely EC40D12-FC4-B® and NC1S2,% were
carefully chosen for this investigation. Generally, the rela-
tive internal pressure P,/f; increases and decreases during
the local cracking stage (w(c) = 0). Furthermore, a detailed
examination of the NC1S2% series demonstrates that an
increase in cracking corresponds to an elevation in the rela-
tive internal pressure. Compared to the crack number », in
the EC40D12-FC4-B3 series, increasing the FRP thickness
ny positively affects both the relative internal pressure P,/f;
and the critical crack depth e.,. Unlike stirrup confinement,
which had limited effects, superior FRP confinement not
only led to a dual-peak internal pressure but also exhibited a
substantial increase in internal pressure during the complete
cracking stage (w(c) > 0) as well as a larger post-peak
response, which aligns with the results obtained from bond-
slip tests,®” emphasizing the importance of considering the
bond performance between FRP and concrete.

The bond strength ratio (R = 1, ,e/Tuexp) and the integral
absolute error (IAE) are used to compare the predicted
(Tupre) With the experimental bond strength (t,.y). The
bond predictions from experimental data exhibit remarkable
correlation, with errors between +15%. Figure 9(a) slightly
underestimates pullout failure, while Fig. 9(b) demonstrates
the most accurate prediction for the splitting failure mode.
Furthermore, it should be mentioned that some specimens
exhibit crack depths that do not exceed the critical crack
depth e.,. Employing the model described in Eq. (23) would
lead to higher internal pressures. In contrast, Fig. 9(d) illus-
trates the bond strength ratio without FRP confinement,
which displays the most significant deviation among the
four cases examined. This could be attributed to the greater
internal pressure exerted on the unconfined specimen when
using the same crack width model.

Figure 10 illustrates a comparison of different wrap
methods. The proposed model demonstrates an average ratio
of 1.004 and an IAE of 9.6%. Notably, this model displays
accurate predictions for full wrap applications (Fig. 10(a)).
However, it underestimates the effectiveness of a U-shaped
wrap (Fig. 10(b)). This discrepancy can be attributed to using
a U-shaped wrap with glass FRP (GFRP) in the data provided
by Hamad et al.,?> wherein the GFRP is thicker than CFRP.
This difference in thickness results in stronger confinement
performance on high-strength concrete than CFRP. Similar
findings were observed by Ozden and Akpinar.’ Conse-
quently, these factors contribute to the highest IAE observed
in the U-wrap case (Fig. 10(b)). Furthermore, the overesti-
mated FRP-confined beam-splitting test!! can be attributed
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Fig. 8—Relative internal pressure P/f; versus relative crack
depth e/c and crack width w(c).

to an average ratio of 1.21 for the unconfined series, which
is consistent with the explanation of the crack width model
in Fig. 9(d).

By combining the predicted and experimental ratios of
bond strength from Fig. 9, the sensitivity of the influencing
parameters (f;', ¢/d, and //d) to the proposed model is further
analyzed in Fig. 11. The mean bond strength ratios (R) in
Fig. 11(a) verify the accuracy of the selection of £’ =40 MPa
(5.8 ksi) to classify different crack numbers. This confirms
that the FRP confinement of concrete yields a similar effect
of enhancing equivalent compressive strength,® thereby
reducing the occurrence of cracks. Figure 11(b) demonstrates
that the mean ratios of 0.995 and 1.049 for small (c¢/d <
1.5) and large c/d (c/d > 1.5), respectively, indicate that
the large c¢/d is more limited by the restrained end of the
eccentric pullout test.*® For the bond length ratio //d in Fig.
11(c), assuming a reduction factor y = 8.5 satisfactorily
ensures accurate bond strength prediction. Additionally, as
the confinement level increases, the bond length’s impact on
bond strength diminishes compared to stirrup confinement
(y = 8).*? To summarize, the bond strength ratio determined
by the proposed model is slightly affected by c/d and can be
further simplified by integrating FRP confinement parame-
ters to predict bond strength accurately.

Comparison with available models

When considering the determination of bond strength in
current methodologies, empirical models incorporating FRP
confinement™!>?> are commonly employed for comparison
in Fig. 12 and 13. These models are expressed by Eq. (41) to
(43), where b, is the width of the specimen.

0.0996 + 0.2495 + 4.15% +

e L(i_ﬁ. 0 5)(&) 1— ant.fb.f -1 ’ \[fT

60\230 " 02 )\4 0.0035b,.5,
(41)

4 ’
T, = d?(1.44(§+ 0.5) +%3;‘d>(0.1%+ 0.9) +
S0Emtb

Vgt “2)
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All the experimental data sets in this study have been vali-
dated, confirming the mean ratio of 1.004 for the proposed
model. This value is closest to 1, indicating that the model
provides the most accurate predictions with the smallest
IAE (IAE = 9.6%). In comparison, other available models
exhibit different ratios and higher IAE values. The Harajli
et al. model® yields a ratio of 1.146 with an IAE value of
31.2%, while the Kono et al. model' demonstrates a ratio of
0.768 with an IAE value of 26.4%. The Gong et al. model®
produces a ratio of 1.527 with an IAE value of 40.2%. It
is worth noting that the Gong et al. model®® tends to over-
estimate the results of beam tests,!"1%224 |ikely because it
was specifically tailored to fit the experimental pullout data.
Additionally, the FRP confinement capacity of the beam
test with a U-shaped wrap proves to be significantly inade-
quate, particularly after the cracks propagate to the concrete
surface. On the other hand, the underestimation observed in
all the data sets by the Kono et al. model! can be attributed
to the original data set being fitted with transverse reinforce-
ment confinement, leading to limited participation of the
FRP in the confinement process.
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The comparison of the specimens used in beam tests
presented in Fig. 12 and 13 reveals that, apart from the
Gong et al. model,”® three other models—Kono et al.,!
Harajli et al.,"” and the current proposed model—exhibit
higher accuracy in predicting bond strength. Specifically,
in Fig. 12(a), the bond strength of GFRP is underestimated
by all three models (Kono et al.,' Harajli et al.,'> and the
current proposed model) when compared to Hamad et al.?>#
Concerning pullout tests, the current proposed model
tends to overestimate the data from Bengar et al.*® in both
Fig. 12(a) and 13(d), particularly without FRP confinement.
This discrepancy can be attributed to lower bond data for
compressive strength C40 (C40-U-20-25 and C40-U-20-35)
compared to corresponding C30 values (C30-U-20-25 and
C30-U-20-35). Additionally, Harajli et al.’s model"> under-
estimates the pullout failure®>#*® depicted in Fig. 13(b)
and yields the highest IAEs (26.7 and 32.0%) for both test
methods. This outcome may be due to the reliance of their
model on beam tests,?>*’ which lack sufficient FRP confine-
ment. The comparison shows that the proposed model for
the bond strength of deformed bars embedded in concrete
with FRP provides reasonable estimates and a wide range of
applications.
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Confinement effect of FRP

The occurrence of either the former peak or the latter peak
relies on the confinement in the low-peak critical state (e =
¢, w(c) = 0). Comparative analysis with beam tests'!16224
reveals that the pullout test’ offers improved confinement
and demonstrates a stronger confinement effect on the bond
between FRP and concrete. This effect leads to a larger latter
peak after the concrete surface cracks, as validated in Fig. 8.
Consequently, this paper exclusively employs the beam test
for precise prediction in the first term from Eq. (33). Figure 14
presents the bond strength enhancement At/ \f." as a function
of the FRP confinement pressure Py. Notably, the splitting

28

bond capacity increases up to an upper bound Arsp,/\/fc’ <
0.44 in Eq. (44), which is consistent with the findings of
Kono et al.? (Atsp,/\/fc' < 0.44), slightly surpassing the values
obtained by Harajli et al.'’ and Garcia et al.'®'7 (At,,/\f,' <
0.4). This distinction can be attributed to the insufficient
confinement capacity of FRP in the beam test and the small
residual internal pressure P,,, in Eq. (28) provided by the
concrete compared to the maximum internal pressure P,,,.
Consequently, the former peak remains larger even after
reaching the peak bond stress 1, of FRP-concrete in Eq. (33).
In addition, compared to the Garcia et al.'*'” model, more data
are used to validate Eq. (44) and involved different long bond
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lengths,'® full wrap,'® U-shaped wrap,''*>% FRP types*’ and Combined with the analysis results of Fig. 14, this indi-
FRP strips,? indicating the applicability of the model. cates that successive increases in the number of FRP layers
lead to a corresponding increase in the confining stress.

Atspl/\[ﬁ =0.44 + 0.1In(Py) (44) However, it is observed that the enhancement effect on bond

strength diminishes beyond a certain limit of FRP layering
due to the presence of the adhesive layer, an observation
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similar to that made by Ozden and Akpinar.® To investigate
the effect of the equivalent number of layers 7y, on the bond
strength ratio R, in combination with the bond strength ratio
from Fig. 9(c), Fig. 15 shows the mean bond strength ratios
(0.965 and 1.027) to verify the accuracy of ng = 3 to classify
the FRP thickness for Eq. (31). Similarly, the mean ratios of
1.011 and 0.954 for CFRP and GFRP show a slight under-
estimation of GFRP confinement, probably because the
increase in the confining effect of GFRP on high-strength
concrete? is weaker than CFRP.*! To further investigate the
impact of the equivalent number of layers n; on the bond
strength ratio R, the mean bond strength ratios (0.965 and
1.027) are shown in Fig. 15 alongside the bond strength ratio
obtained from Fig. 9(c). These values confirm the accuracy
of using ny = 3 as a classification criterion for FRP thickness
in Eq. (31). Similarly, the mean ratios of 1.011 and 0.954
for CFRP and GFRP, respectively, indicate a slight under-
estimation of GFRP confinement. This discrepancy may be
attributed to the comparatively stronger confining effect of
GFRP on high-strength concrete®® as opposed to CFRP.>!
In conclusion, an equivalent number of FRP layers n, = 3
can serve as an appropriate boundary for offering practical
design recommendations when evaluating the necessary
FRP thickness for bonded reinforcement.

Compared to the failure of pullout under confinement
by FRP, the mechanism of bond failure through splitting is
more intricate and necessitates the consideration of addi-
tional parameters in the theoretical model. To simplify the
prediction model for the splitting bond strength, integration
can be used to determine the maximum internal pressure
P, .. This integration is performed using 114 sets of exper-
imental data on splitting,>!1:16:222547-49 45 depicted in Fig. 16.
Subsequently, the fitted bond strength 1,/ is derived from
the combined influence of concrete compressive strength,
concrete cover ¢, and FRP confinement. This relationship is
represented by Eq. (45), with an R-squared value of 82.5%.
Remarkably, Fig. 16 displays a strong positive correlation
between the fitted bond strength 7, , and the corresponding
experimental values 1,,, exhibiting a mean ratio of 1.018,
a standard deviation (SD) of 0.141, a coefficient of variation
(COV) 0f 0.138, and an IAE of 10.9%, which closely aligns
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Fig. 15—Bond strength ratio R versus equivalent number of
FRP layers ng..
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with the results shown in Fig. 9(b). Moreover, the accuracy
of the model is further confirmed through validation exper-
iments involving pullout failure under FRP confinement,
consisting of 11 additional test results from validation data
sets.?34748 In these data sets, the parameters o = 40 degrees
and W, = 0.6 are employed, resulting in a mean value of
1.054. Overall, Fig. 16 demonstrates a substantial correlation
with the experimental bond strength 1, .,, thereby endorsing
using Eq. (45) to identify critical points for bond-slip curves
associated with various failure modes.
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Bond length

In conjunction with the findings presented in Fig. 16,
an effort has been made to provide practical engineering
guidelines for bond strength. Equation (45) incorporates
h,/S,=0.117, 1= mb;, and o.= 28.5 degrees. Additionally, it is
commonly observed that the bond length / of deformed rein-
forcing bars falls within the range of 30 to 50d. Accordingly,
assuming / = 40d, the reduction coefficient y can be approxi-
mated as 0.461. Consequently, for the practical design appli-
cations, Eq. (45) can be simplified to Eq. (46), where f; is the
yield strength of steel bars.

c Efingty mby
1 +4.531e 10467 1188 grrgnt0.350.) 7
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CONCLUSIONS

To understand the local bond behavior of deformed rein-
forcement in fiber-reinforced polymer (FRP)-confined
concrete, a unified bond theory is used to predict the bond
strength under various practical cases. Combining the avail-
able experimental data with extensive analysis, comparison,
and validation, the following conclusions can be drawn:

1. Two critical failure mechanisms are analyzed by
combining concrete cover and FRP confinement in terms of
crack depth and crack width. Stress intensity factors (SIFs)
are determined for thick-walled cylinders with varying crack
numbers using finite element (FE) models. The SIF-based
crack propagation criterion is introduced to derive analytical
expressions for internal pressure using weight function theory.

2. The internal pressure model employed in this research
demonstrates that FRP confinement has the ability to
generate dual peaks in stress distribution and modify their
magnitude as the level of confinement increases. Further-
more, a parameter sensitivity analysis demonstrates that
the influence of compressive strength and bond length on
bond strength diminishes progressively with higher levels
of confinement.

3. The proposed model can accurately predict the wrap
methods, FRP confinement, and failure modes, with splitting
failures being the most accurately predicted. Compared to
the chosen bond models with FRP confinement, the proposed
model outperforms them by providing the most precise esti-
mation of the bond strength for deformed bars. The integral
absolute error (IAE) associated with the proposed model is
determined to be 9.6%, which is relatively lower than that
observed in alternative models.

4. With consideration of FRP strips, reinforcement
methods, and FRP types, a new parameter Py for FRP
confinement is proposed and validated, revealing an upper
limit of 0.44 for bond strength enhancement—a critical
determinant to ascertain the adequacy of confinement in
preventing splitting failure. Additionally, a design recom-
mendation is put forward, advocating the adoption of an
equivalent number of FRP layers (7, = 3) as a threshold to
determine the appropriate thickness of a single layer of FRP.

5. A simplified expression is suggested for the splitting
bond strength, which is highly correlated with the experi-
mental bond strength, with a mean ratio of 1.018 and an IAE

l
7=5 (46)
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of 10.9%. Furthermore, its applicability extends to pullout
failure, making it suitable for assessing the bond length of
FRP confinement.
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Exposure to high temperature is well known to cause concrete
degradation and lead to compressive strength loss. However, most
research focuses on concrete exposed to high temperatures for more
than 1 hour, and the available predictive equations for concrete
strength loss due to heat exposure do not consider the effects of
concrete thermal mass or account for variation in concrete thermal
properties. This work proposes a methodology to create a predic-
tive equation for the compressive strength loss in concrete exposed
to heat. The proposed method leverages concrete temperature data
from transient thermal analyses of concrete specimens correlated
to results from experimental testing. The resulting equation from
the analyzed data set predicted compressive strength loss with a
root-mean-square error (RMSE) of 1.35% absolute error of the
measured strength loss, and the maximum absolute underpredic-
tion in strength loss was 12.4% across all 26 cases examined.

Keywords: concrete strength; heat exposure; predictive model; residual
strength; short duration.

INTRODUCTION

Many researchers!"!! have examined the effects of heat
exposure on the mechanical properties of concrete including
compressive strength, elastic modulus, durability, and
explosive spalling. Exposure of concrete to high tempera-
tures results in a loss of compressive strength that becomes
more severe with higher temperatures. Most research?3361!
focuses on fire-like scenarios with temperatures ranging
from 392 to 1472°F (200 to 800°C) and exposure times
greater than 1 hour. The authors hypothesize that tempera-
tures as low as approximately 212°F (100°C) and expo-
sure times of less than an hour could prove detrimental to
concrete compressive strength.

At temperatures above 392°F (200°C), the cement matrix
dehydrates and in combination with thermal expansion will
lead to microcracks. At temperatures above 752°F (400°C),
decomposition of calcium hydroxide crystals in the matrix
occurs, which reduces the strength of the concrete. Upon
cooling, moisture will be reabsorbed to reform calcium
hydroxide crystals, causing an expansion that further
spreads the cracks and reduces the concrete strength. !>
Some research®’”® has been conducted regarding the effects
of both temperature and exposure duration on strength loss
of heat-exposed concrete. At high temperatures, an increase
in exposure time leads to a greater decrease in compressive
strength, especially for durations of less than 3 hours. Change
in exposure times has a lesser effect on strength loss for both
lower temperatures and longer exposure times. Concrete
exposed to heat can also undergo an unusual phenomenon
known as explosive spalling.'>!° Although spalling effects
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are not explicitly considered in this paper or existing equa-
tions for compressive strength loss due to heat exposure,
spalling effects should be considered for concrete with low
permeability or in rapid heating scenarios.

Only a few models have been made to predict the strength
loss of concrete based on the temperature and exposure
time using techniques like statistical fitting® and advanced
neural networking (ANN).” These models are a function of
ambient temperature (the temperature of the environment to
which the concrete is exposed) and exposure time and do
not consider the influence of geometry, concrete density,
or thermal properties on the true duration of heating in the
concrete. Thus, the models are not generalizable to different
thermal properties of concrete or specimen geometries not
tested in each study.

The objective of this paper is to present a framework for
the development of a model for predicting strength reduc-
tion of concrete due to short-duration, high-heat exposure.
To accomplish this, concrete cylinders with and without
thermocouples were exposed to different short-term heating
scenarios, and the noninstrumented cylinders were tested for
compressive strength. The temperature data from a series of
finite element models (FEMs) correlated to test data from
this study and studies in the literature were used to formu-
late an equation to predict the strength loss of the concrete
based on the temperature and duration of the heat exposure
across the cylinder cross section. The final equation resulted
in a coefficient of determination of 0.85, a root-mean-square
error (RMSE) of 1.35%, and a maximum underprediction in
strength loss of 12.4% across all 26 cases examined.

RESEARCH SIGNIFICANCE

The proposed methodology can be used for a variety of
applications and heat sources, as it is directly informed by
temperature predictions from a transient thermal analysis
of the specific application. To the authors’ knowledge, no
other existing methodology for predicting strength loss of
concrete exposed to high temperatures considers the effects
of thermal mass or accounts for variation in concrete thermal
properties in a fashion that could be applied to any thermal
loading scenario. In addition, the experimental data of
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Fig. 1—Timeline for curing and testing of specimens.

this work contributes to the limited literature on concrete
exposed to high temperatures for less than 1 hour.

EXPERIMENTAL INVESTIGATION

To investigate the effect of short-duration, high-
temperature heat exposure on the compressive strength of
concrete, concrete cylinders without steel reinforcement
having a diameter of 4 in. (102 mm) and a length of 8 in.
(203 mm) were exposed to various heating conditions, and
their compressive strength was compared to a set of control
specimens. All cylinders were made from the same batch of
normal-strength concrete to best match thermal properties
across all specimens. All cylinders were fully cured in a
humidity-controlled chamber at 70°F (21°C), 100% humidity
for 28 days in accordance with ASTM C31/C31M. The
control specimens used to characterize the baseline strength
of the concrete were tested in compression at room tempera-
ture at 28 days following ASTM C39/C39M. The timeline
of the curing, heat exposure, and compression testing for
each of the cylinders is shown in Fig. 1. The experimental
specimens were tested for compressive strength after having
been exposed to heat in an oven for either 30 or 85 minutes
at temperatures ranging from 392 to 752°F (200 to 400°C),
as can be seen in Fig. 1. The heating regimen was selected to
fill a gap in the literature for short-duration heat exposure of
concrete that would be useful in evaluating structural retrofit
options that may include welding or heat-curing operations.
In these retrofit applications, the concrete is exposed to
low-temperature heating for short durations (relative to a
fire or nuclear reactor scenario). For Cases 1 and 2, the oven
was preheated to the peak temperature prior to inserting the
concrete specimens, subjecting the specimens to an instanta-
neous change in environmental temperature. For Cases 3 to
6, the cylinders were dried in an oven at 230°F (110°C) for
a duration of 24 hours prior to reduce the risk of explosive
spalling, then the specimens were placed in the oven at 70°F
(21°C) and the oven was ramped at the rates shown in Fig. 1.
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Specimens inserted to prehicated oven
held at 392 °F (200 °C) for 30 min

7.2 “Flmmin (4 *C/min) to 432
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7.2 “Ffman {4 “C/min) to 572
“F (300 °C) & held for 30 min

7.2 °Fhonin (4 °Cfmin) 1o 572
#F (300 °C) & held for 85 min
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“F (400 °C) & held for 30 min

Removed from
Oven 1o Cool

Comp. Test at
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Table 1—Concrete mixture design

Cement 400 Ib (181.4 kg)
Fly ash 130 1b (59.0 kg)
Fine aggregate 1500 1b (680.4 kg)

Coarse aggregate 1725 1b (782.4 kg)
31 gal. (117.3L)

20 oz. (591.5 mL)

‘Water

Water reducer

Cooling procedures varied by case. For Cases 1 and 2, the
cylinders were removed and cooled at room temperature.
For Cases 3 to 6, the oven was turned off after the cylinder
heating was complete, the oven doors were opened, and
fans were used to help cool the specimens. The timeline for
preparation and testing the specimens can be seen in Fig. 1.

Materials

The concrete mixture used had a mean 28-day compressive
strength of 4460 psi (30.75 MPa). The mixture design for the
concrete used to create the specimens can be seen in Table 1.
Calcium silicate insulation boards with a density of 40 Ib/
ft> (640.74 kg/m®) were used on the top and the bottom of
the cylinders. Type K thermocouples with different electrical
insulation jacketing were used, depending on the maximum
oven temperature. Polyvinyl chloride (PVC) jacketing was
used in Cases 1 and 2, fiberglass jacketing was used in Cases 4
and 5, and ceramic braid jacketing was used in Cases 3 and 6.

Specimen preparation

The 4 in. (102 mm) diameter, 8 in. (203 mm) tall concrete
cylinders were simultaneously cast. After the 28-day curing
period, one bore hole was drilled in several of the cylinders
on one of the flat faces with a diameter of 0.5 in. (12.7 mm) to
a depth of 4 in. (102 mm). The radial location of the hole was
either at the center of the cylinder or 1 in. (25.4 mm) from
the center. Once the holes were drilled, compressed air was
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Fig. 2—Diagram of thermocouple locations with represen-
tative temperature contour lines. (Note: Full-color PDF can
be accessed at www.concrete.org.)

used to blow out any concrete dust remaining on the surface
or in the hole. The thermocouples were then placed inside
the drilled holes in the concrete cylinders. Sanded grout was
used to fill the drilled holes. A vibration table was used to
make sure the grout filled the holes, removing as much of
the air voids as possible. Thermocouples were also placed
along the length of the cylinders on the exterior surface and
secured using a small amount of high-temperature epoxy.
The positions of the thermocouples in each cylinder are
referred to using normalized (radial, height) coordinates as
in Fig. 2. Each instrumented cylinder contained one internal
thermocouple and between one and three external thermo-
couples. Duplicate measurement points across multiple
cylinders were used where possible.

To simulate real-world heating scenarios of a concrete
column exposed to heat where it would be predominately
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Fig. 3—Schematic for specimen layout: furnace (top); and
oven (bottom).

exposed to heat on all sides along its length, and to simplify
model correlation, calcium silicate insulation boards were
placed on the top and bottom of cylinders to minimize
heat transfer through these faces. The boards were cut into
4 x 4 in. (102 x 102 mm) sections and stacked to be 2 in.
(51 mm) in thickness. Finite element analysis (FEA) was
conducted to verify the effectiveness of this insulation.
Analysis cases were conducted with no insulation, perfectly
adiabatic insulation, and realistic insulation (with the 2 in.
[51 mm] thick calcium silicate insulation). The analysis
showed that the calcium silicate boards provided prevented
large thermal gradients from developing along the length
of the cylinder so that the primary direction of the thermal
gradient was radial.

Oven arrangement

The specimens were laid out in specific patterns during
heating to allow sufficient fluid (air) movement between
them and a similar view factor to the oven walls for consistent
heating. The first two cases were heated in a large conven-
tional oven. Due to size constraints, only four specimens
could fit in the oven at once with 4 in. (102 mm) spacing
between cylinders and between the cylinders and the walls
of the oven, as shown in Fig. 3. Cases 3 to 6 were heated
in a muffle furnace with similar spacing conventions, also
shown in Fig. 3. In the conventional oven, two specimens
were instrumented at a time, and in the muffle furnace, four
were instrumented at a time due to increased space.
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Data collected

In addition to the instrumented test specimens discussed
previously, thermocouples were placed inside the oven
(Cases 1 to 2) and furnace (Cases 3 to 6) to measure the
internal air temperature. Thermocouples were also used to
measure the ambient air temperature outside of the oven and
furnace. In totality, for each case, there was a minimum of
seven thermocouple locations on the concrete cylinders: two
thermocouples located at (» =0, & = 0), two at (r = 0.5, h =
0), at least one at (r=1, #=0), at least one at (r =1, 1 =0.5)
and at least one at (=1, & = 1), with duplicates added where
possible. Thermocouple data were recorded over the entirety
of the heating phase of the specimens and several hours of
data in the cooling phase such that there was sufficient data
in the cooling phase to correlate the FEMs.

In addition to the thermocouple data recorded during the
heating, the specimens without thermocouples were also
tested in compression. Specimens with thermocouples were
not compression tested due to the error that would have been
introduced by the holes drilled for the thermocouples. For
each heating case except Case 6, three specimens were tested
in compression in accordance with ASTM C39/C39M. In
Case 6, only two specimens were tested because one non-
instrumented specimen was damaged during heating due to
explosive spalling.

EXPERIMENTAL RESULTS

Thermal results

Temperature data collected from thermocouples within
the cylinder were taken for each case to validate the results
of the heat-transfer FEM. Temperature measurements were
taken along the length and radius of the cylinder to better
understand the heat-transfer effects caused by the material
properties and boundary conditions.

Compression results

The results for the compressive strength of the concrete
specimens tested can be seen in Fig. 4. As the duration and
the temperature of the heat exposure increases, the compres-
sive strength decreases. There was an outlier compressive
strength recorded for Case 4, which is shown in Fig. 4. This
outlier was not considered when analyzing the compressive
results to develop a predictive equation because it is higher
than any of the control (unheated) specimens.

FINITE ELEMENT MODELS

Geometry

Heat-transfer FEA was conducted to predict the tempera-
ture history for the specimens across the entire cross section.
The model geometry consists of a 4 x 8 in. (102 x 203 mm)
diameter length cylinder to represent the concrete specimen
with a 4 x 4 x 2 in. (102 x 102 x 51 mm) thick section on
each flat face of the cylinder to represent the calcium silicate
insulation. Three-dimensional heat-transfer elements were
used with a typical element side length of 0.118 in. (3 mm)
for the concrete and 0.2 in. (5 mm) for the insulation.
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Fig. 4—Compressive strength results.

Boundary conditions

The flat faces of the cylinder were conductively coupled
with the insulation. The remaining faces of insulation and
the outer diameter of the cylinder had convection and radia-
tion heat-transfer boundary conditions applied using a heat-
transfer coefficient to the measured internal oven tempera-
ture or measured ambient air temperature, depending on the
environment that the specimens were exposed to. An initial
temperature of 70°F (21°C) was prescribed to all nodes for
the start of the transient thermal model.

Material properties for thermal model

Thermal conductivity, specific heat, and density must be
defined for each material. The values used for the thermal
conductivity, specific heat, and density of the calcium sili-
cate insulation were 0.069 BTU/ft'h-°F, 0.25 BTU/Ib-°F,
and 40 1b/ft* (0.12 W/m-K, 1030 J/kg-K, and 640.7 kg/m?),
as specified by the manufacturer. The measured concrete
density was 145 Ib/ft* (2323 kg/m3). Concrete thermal
conductivity was measured using a heat flow meter apparatus
in accordance with ASTM C518-17 and was found to be
0.376 BTU/ft'h-°F (0.65 W/m-K) at room temperature. In the
model, thermal conductivity varied from this value at room
temperature to 0.330 BTU/ft-h-°F (0.57 W/m-K) at 793°F
(423°C) based on published trends for concrete thermal
properties.'®2! Concrete specific heat was initially assumed
to be 0.20 BTU/Ib-°F (850 J/kg-K). This is consistent with
published values for the specific heat of concrete at room
temperature, which can range from 0.12 to 0.29 BTU/Ib-°F
(500 to 1200 J/kgK)."23

Initial heat-transfer analysis

Initial calculations were made to determine approximate
values for the heat-transfer coefficients for the FEM. The
convection heat-transfer coefficient 4,,,, 1s defined within
Eq. (1), where g, is heat flux and (7 — 75) is the tempera-
ture difference between the environment and the material
surface. To account for radiation effects, the radiation heat
transfer was linearized into an effective convection heat-
transfer coefficient and added to the convective heat-transfer
coefficient to create a total effective heat-transfer coefficient.
Radiative heat flux ¢, is defined in Eq. (2). In this equation,
€ is emissivity; o is the Stefan-Boltzmann constant; and F is
the view factor. By setting the heat flux of Eq. (2) equal to
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the heat flux of Eq. (1), an effective heat-transfer coefficient
h,4q can be found for the radiative heat transfer, as shown in
Eq. (3). The total heat-transfer coefficient can be calculated
as shown in Eq. (4), which can be used for total heat flux as
shown in Eq. (5).

In Cases | and 2, the emissivity was estimated as 0.4 for
the heating phase due to the low-emissivity metallic interior
of the oven, and increased to 0.85 for the concrete emissivity
in the cooling phase. A value of 0.9 was used for emissivity
of the furnace interior due to the ceramic interior. Once
again, an emissivity of 0.85 was used for the concrete during
the cooling phase of the analysis for Cases 3 to 6. The view
factor was estimated as 0.8 for all test configurations due to
the close proximity of the specimens in the oven and furnace.

Geony = heon(T1 = T2) (1)
qraa = eoF(T\* — To%) 2)
hyaa = e0F(T0? + TA)(Th + T>) 3)
hiotat = heony+ Praa “4)

Giotal = Mioa(Th — T2) (5)

A correlation for the Nusselt number for a vertical plate?*
was used for free convection, as seen in Eq. (6), because
the cylinder axes were aligned with the gravity vector. This
means that buoyancy-driven flow was also aligned axially
with the cylinder, making the flow of the air most similar to
that of a vertical plate. For the cooling phase of Cases 3 to
6, which used a fan, a correlation for the Nusselt number for
flow across a cylinder®® was used for forced convection, as
seen in Eq. (7), because the flow direction was perpendic-
ular to the cylinder axes. Both of these correlations for the
Nusselt number can be related to the heat-transfer coefficient
through Eq. (8) and (9), respectively.

Nu; = [0.825+

1/6
0.387Ra} ] ©

(1 +(0.492/Pr)*16)*"

H’w 0.25
Nitp=(0.4Re"5+0.06Re*) Py (£2) )

— hpeL
N = ®)
NMD = l/lforcedD/k (9)

In these equations, Ra is the Rayleigh number; Pr is the
Prandtl number; Re is the Reynolds number; p is the fluid
viscosity; 4 is the convection heat-transfer coefficient; k&
is the thermal conductivity of the fluid; L is the cylinder
length; and D is the cylinder diameter. Properties of air
were calculated using the film temperature of air, which is
defined as the average of the surface temperature and free
stream gas temperature. To calculate the Reynolds number
in Eq. (7), the forced-convection air velocity was taken as
the air velocity of the fan used in Cases 3 to 6 as specified by
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the manufacturer (19.7 ft/s [6 m/s]). It should be noted that
Eq. (7) is intended for use on a single cylinder in cross flow,
but the experimental setup consists of two rows of cylinders
inside an oven, with only one of the six faces of the oven
open to a fan. As the flow would be greatly impeded, the true
heat-transfer coefficient for the cooling phases of Cases 3 to
6 will be overestimated by Eq. (7). Thus, the approach was
to assume the true heat-transfer coefficient was somewhere
between the values assuming free convection (Eq. (6)) and
forced convection (Eq. (7)). The models for Cases 3 to 6 were
initially built using a value for the convection heat-transfer
coefficient that was equal to /.. plus 50% of (Afrced = Mjiee)-

The convection heat-transfer coefficient and the linear-
ized radiation heat-transfer coefficient vary as a function of
cylinder surface temperature and air temperature. In all cases,
the cylinder surface temperature was obtained from the ther-
mocouples fixed to the cylinder surfaces for the calculations
of the heat-transfer coefficients. The air temperature was
similarly taken from thermocouples used to measure the air
temperature inside the oven and furnace for each case, with
the exception of Case 5. In this case, the thermocouple data
was unusable, and the oven temperature during the heating
phase was estimated to be identical to Case 4, which had the
same peak temperature and oven ramp rate.

Plots showing the initial (uncalibrated) finite element (FE)
results compared to the thermocouple data can be seen as
follows. Figure 5 shows the comparison for Case 1 at the
following locations: (r = 0, & = 0) (top left), (r=0.5, h =0)
(top right), (r = 1, & = 0) (bottom left), and (r =1, 7 = 0.5)
(bottom right). This plot shows that the initial model tends to
reach a lower peak temperature and cool off slower than the
experimental specimens. The results of the initial models of
Cases 2 to 6 can be found in the Appendix.

MODEL CALIBRATION WITH TEST DATA
Calibration process

Although the initial analysis was in reasonable agreement
with test data, a model correlation effort was undertaken
to calibrate the model and improve the accuracy prior to
developing the predictive equation for concrete strength
loss. The goal of model calibration was to minimize the
RMSE between the model and thermocouple data. The
parameters adjusted during the model calibration process
were limited to concrete specific heat, convection coeffi-
cients, and the product of emissivity and view factor. These
parameters were selected as they had the most potential for
error in the original estimations. Concrete conductivity and
density were based on physical measurements of the sample.
In comparison, the parameters selected for the calibration
were based on literature values and empirical correlations.
Care was taken to only adjust these parameters in a way that
was consistent across the various test cases.

The specific heat of the concrete was correlated to a
value of 0.17 BTU/Ib-°F (700 J/kg-K), which lies within the
expected range from the literature.!*} Table 2 summarizes
the percent change in convection coefficients and change in
the product of emissivity and view factor over their initial
values required to calibrate each of the models. For Cases |
and 2, the convection heat-transfer coefficient was required
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Fig. 5—Case 1 (392°F [200°C] for 30 minutes) initial model fit (FE results in black; thermocouple data in gray dashed line).

Table 2—Characteristics of different heating cases for model correlation

Cases 1 and 2 Case 3 Cases 4 and 5 Case 6
Oven temperature, °F (°C) 392 (200) 482 (250) 572 (300) 752 (400)
Warm-up convection (free/forced) Free Free Free Free
Cooldown convection (free/forced) Free Mixed Mixed Mixed

Oven interior surface Bare metal

Ceramic insulation

Ceramic insulation

Ceramic insulation

Change in /,,,, during warm-up +25% +30% +30% +30%

Change in A,,,, during cooldown -25% Refer to Eq. (10) Refer to Eq. (10) Refer to Eq. (10)
Change in ¢F during warm-up -1.25% -1.25% -1.25% -1.25%
Change in & during cooldown -1.25% -1.25% -1.25% -1.25%

to change by 25% during warm-up and cooldown, which is
within the uncertainty for Nusselt number correlations. For
Cases 1 to 6, eF was reduced by 1.25%. For Cases 3 to 6,
the convection heat-transfer coefficient had to be increased
by 30% during the heating phase. Due to the assumptions
used in Nusselt number correlations (laminar versus turbu-
lent flow, isothermal versus uniform heat flux) not perfectly
matching the testing scenario,?* this was deemed an accept-
able level of tolerance to allow the FEM to match the exper-
imental data. In the cooling phase, the convection model
had to be adjusted and resulted in a calibrated heat-transfer
coefficient shown in Eq. (10). This decrease is reasonable
considering the uncertainty in the empirical correlations and
the optimistic values for the forced-convection heat-transfer
coefficient that did not account for impeded flow from the
presence of two rows of cylinders.

hcww = 0~75h/iee +0.1 875(hﬁ)rced - hﬁ’ee) (10)

Plots showing the calibrated FE results compared to the
thermocouple data can be seen as follows. Figure 6 shows
the comparison for Case 1 at the following locations: (r =
0, & = 0) (top left), (r =0.5, A = 0) (top right), (r =1, h =
0) (bottom left), and (» = 1, & = 0.5) (bottom right). This
plot shows the calibrated model has a much better fit with
the experimental peak temperature and cooling rate and is
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consistent with observations from the other five cases (refer
to the Appendix).

ADDITIONAL CASES FROM LITERATURE TO
INFORM CONCRETE STRENGTH LOSS MODEL
FOR SHORT-TERM HEAT EXPOSURE

Three additional studies from the literature>*!' that
had clearly defined test procedures and heating durations
were used to provide additional data points to calibrate
the proposed strength loss model. Using the same thermal
modeling methods that were used in this work, models were
built to simulate the conditions and temperature profiles
of heat-exposed concrete specimens described in previous
literature. This was done to increase the data available for
the strength loss model.

In the three studies considered,>*!!" the concrete had a
similar compressive strength to the concrete used in this
work and also had roughly similar strength loss data to
that in this work. In the research conducted by Liu et al.,?
concrete cylinders (using limestone and river sand aggre-
gates) of 6 x 12 in. (152 x 305 mm) were heated one at a
time in a custom-made furnace for 6-hour durations with a
ramp rate of 18°F/min (10°C/min) up to 1472°F (800°C). In
the research conducted by Mohamedbhai,* 4 in. (102 mm)
concrete cubes (using basalt aggregates) were heated in a
muffle furnace for durations between 1 and 4 hours at up to
1472°F (800°C) and with nonlinear ramp rates designed to
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Fig. 6—Case 1 (392°F [200°C] for 30 minutes) calibrated model fit (FE results in black; thermocouple data in gray dashed

line).

model a standard fire. In the study conducted by Abrams,"!
3 x 6 in. (76 x 152 mm) concrete cylinders (using varying
aggregate types) were heated in an electric furnace using a
steel ring to conduct heat to the concrete. The ramp rate of
the furnace was adjusted to ensure the temperature gradient
did not exceed 150°F (83°C), and the specimens were
removed from the furnace after the specified internal equi-
librium temperature was achieved, up to 1472°F (800°C).

DESCRIPTION OF MODEL FOR CONCRETE
STRENGTH LOSS AFTER SHORT-TERM
HEAT EXPOSURE

The proposed model for predicting the compressive
strength loss of concrete accounting for the transient effects
of short-term heating uses temperature data from tran-
sient thermal analysis of the subject concrete specimen.
The proposed model assumes the temperature gradient is
primarily through the cross section and does not account
for significant variation in temperature along a member’s
length, which is consistent with temperature measurements
and FEM predictions. The proposed model is calibrated
with data having peak exposure temperatures up to 1472°F
(800°C) based on the data set and cases from the literature
with sufficient information to generate thermal FEMs.

Several steps are necessary to post-process the data from
the transient thermal analysis to use in the proposed model.
First, all of the nodal temperature data for a cross section of
the concrete member at midheight is extracted from the FE
results and compiled into a data table arranged based on the
physical location of each node in the model. Then, for each
time step, the temperature data is classified into tempera-
ture bins, as shown in Table 3. The bin definitions were
selected based on anticipated transitions in concrete damage
phenomena from the literature. Below 302°F (150°C), the
temperatures are not sufficient to release chemically bound
water; between 302 and 572°F (150 and 300°C), chemically
bound water can be released, but temperatures are below
the threshold for microcracking.! Between 572 and 752°F
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(300 and 400°C), microcracking begins but temperatures
are not sufficient to cause calcium hydroxide decomposi-
tion.! Between 752 and 1472°F (400 and 800°C), calcium
hydroxide decomposition will occur.!

After nodal temperature data through time is sorted into
temperature bins, geometric data is used to calculate what
percentage of the cross section falls within each bin at
each timestamp. This data is then sorted into the following
geometric percentile bins: 0% of the cross section within
the given temperature bin, 100% of the cross section within
the given temperature bin, and 10 different bins in between
0 and 10%, 10 and 20%, and so on. Then, a summation
is performed to determine the total time throughout the
analysis that a given geometric percentile bin is within
a given temperature range; for example, 40 to 50% of the
cross section was between 347 and 482°F (175 and 250°C)
for 9000 seconds of the analysis. A weighting factor is
assigned to each geometric percentile bin that is equal to the
mean of each geometric percentile bin (for example, 40 and
50%) and has a weighting factor of 45%. The time value
for a given geometric percentile bin within each temperature
bin is multiplied by its weighting factor to convert the time
values for each geometric percentile to an effective unified
time value (#;) (for example, 40 and 50% of the cross section
between 347 and 482°F [175 and 250°C] with a weighting
of 45% for 9000 seconds becomes 4050 seconds between
347 and 482°F [175 and 250°C] for the unified time value).
All time values are summed for each temperature bin, so the
cross section has a single value of exposure time for a given
temperature, bin as shown in Eq. (11).

1 =Lty X A; (11)

Herein, ¢ is the unified time value within a given tempera-
ture bin i; ; is the total time that a given area of the cross
section (within geometric percentile bin j) spends within a
given temperature bin i; and 4; is the weighting factor in
percent for geometric percentile bin j. The unified time
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Table 3—Temperature bins for concrete strength
loss model

Temperature bin Lower-bound Upper-bound
number temperature temperature

1 203°F (95°C) 302°F (150°C)

2 302°F (150°C) 572°F (300°C)

3 572°F (300°C) 752°F (400°C)

4 752°F (400°C) 1472°F (800°C)

value can be interpreted as the effective amount of time
the entire cross section spends within a temperature bin,
where the times are weighted by the percentage of the cross-
sectional area within that temperature bin. Note that it should
be ensured that the mesh size of the model is sufficiently
fine that further mesh refinement does not cause a significant
change in the area percentage calculations or the tempera-
ture results of the analysis.

Once the temperature data from a transient thermal
analysis is post-processed, it can be used within the
strength loss model. The strength loss model that was found
to have a good fit was a linear regression model. The input
and response variables in the model were transformed,
however, to improve the fit of the data. The response vari-
able, the ratio of strength loss, was transformed using the
logit function. This allows the strength loss to be defined
over the entire real number line instead of being limited to 0
to 1. This transformation was necessary for linear regression
due to the statistical assumptions involved in linear regres-
sion models. The input variables were also transformed by
taking the inputs equal to the square root of the unified time
value of each temperature bin. This gives the curves in the
model a shape which approximates the asymptotic behavior
observed in the data set. After performing these transfor-
mations, the regression model was constructed using least-
square estimation in R.26%

The model shows a strong fit with a coefficient of deter-
mination of 0.85. The RMSE was also calculated in both
the transformed and original space for the response variable.
In the transformed space, it was found to be 0.0768, and
in the original space, it was found to be a 1.35% strength
loss. The final regression equation can be seen in Eq. (12).
This accounts for transforming the input variables into their
appropriate form and transforming the response back into a
ratio of strength loss on a scale of 0 to 1 (for example, 0.8
corresponds to an 80% strength loss).

e(—2A065+0A001013\/E+OA00503X/E+0.01106\/E+0A00997VE+0.01068\/E)
6 = 1+ e(—24065+0.001013\jﬁ+0.00503\/E+0.01106\jﬁ+0.00997\/5+0.01068\jﬁ)

(12)

The regression line as well as confidence and prediction
intervals for the regression model can be seen in Fig. 7.
These plots show the shape of the regression curves for a
heating condition that would result in concrete temperatures
in the single-temperature bin, denoted in the x-axis of each
plot. This was done to permit visualization of the multidi-
mensional function.
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Fig. 7—Regression function for each temperature bin.

CONCRETE STRENGTH LOSS MODEL RESULTS
AND DISCUSSION

Results summary

The results of the proposed model are compared to the
experimental results from this study and literature results.
Table 4 summarizes the results of the predictions of the
proposed model. The predictions made by the proposed
model generally give a low error, and the maximum over-
prediction of compressive strength loss is 13.7% and the
maximum underprediction of compressive loss is 12.4%.
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Table 4—Comparison between experimental data and current predictions

Max temperature, Exposure Experimental strength Predicted
Reference °F (°C) duration, min loss, % strength loss, % Absolute error, %
Case 1 329 (200) 30 6.7 11.4 4.7
Case 2 329 (200) 85 10.4 15 4.6
Case 3 482 (250) 30 19.6 19.2 -0.4
Case 4 572 (300) 30 22 20.5 -1.5
Case 5 572 (300) 85 21.6 223 0.7
Case 6 752 (400) 30 29.7 30.2 0.5
Liu et al.> Case 1 212 (100) 360 12.4 12.1 -0.3
Liu et al.? Case 2 329 (200) 360 23.8 22.1 -1.7
Liu et al.> Case 3 572 (300) 360 20.8 23.8 3
Liu et al.> Case 4 752 (400) 360 40.5 54.2 13.7
Liuetal.? Case 5 1112 (600) 360 64 72.1 8.1
Liu et al.? Case 6 1472 (800) 360 79.3 86.6 7.3
Mohamedbhai* Case 1 329 (200) 60 18 14.2 -3.8
Mohamedbhai* Case 2 329 (200) 120 15 16.1 1.1
Mohamedbhai* Case 3 329 (200) 180 12 17.3 5.3
Mohamedbhai* Case 4 329 (200) 240 25 18.4 —6.6
Mohamedbhai* Case 5 752 (400) 60 30 26.5 -3.5
Mohamedbhai* Case 6 752 (400) 120 28 31.1 3.1
Mohamedbhai* Case 7 752 (400) 180 40 349 -5.1
Mohamedbhai* Case 8 752 (400) 240 42 38.4 -3.6
Mohamedbhai* Case 9 1112 (600) 240 54 529 -1.1
Mohamedbhai* Case 10 1472 (800) 240 76 68.2 -7.8
Abrams'! Case 1 400 (204) 142 17.1 17.3 0.2
Abrams!'! Case 2 700 (371) 175 40.9 28.5 -12.4
Abrams!! Case 3 1000 (538) 278 54.65 45.8 —8.85
Abrams!! Case 4 1300 (704) 352 76.35 64.4 —-11.95

Comparison to other models

The proposed model can be compared to the model by
Tsai et al.® as it is one of the few in the literature to predict
concrete strength loss as a function of exposure time and
temperature. However, Tsai et al.® only considers the ambient
temperature and does not account for the thermal mass of
the concrete, nor does it explicitly account for different
thermal properties of concrete—though the tuned parameter
D loosely represents these material properties.® The param-
eters from the strength degradation equations proposed by
Tsai et al. are specific to the data set selected for calibration.
This proves true as using the parameters for the equation by
Tsai et al. calibrated to their concrete specimens to predict
the strength loss for the cases listed in Table 4 led to large
errors (over 100% error in many cases).

The proposed equation can also be compared to the results
of Mohamedbhai,* who derived a relationship for concrete
strength degradation as a function of temperature and expo-
sure duration in 1-hour intervals. For an 85-minute exposure
at 392°F (200°C), linear interpolation between the 1- and
2-hour durations presented by Mohamedbhai* results in a
concrete strength loss of 21.58%* compared to the current

ACI Materials Journal/November 2023

model’s prediction of 16.1% strength loss and the actual
measured reduction of 10.4%. Results of this data set by
Mohamedbhai* are in family with the results of the present
testing, keeping in mind variation between the two data sets
will exist due to changes in concrete thermal properties.

The key advantage to the presented methodology for
developing a strength loss model compared to others in the
literature is that it may be generalized to other geometries,
concrete thermal properties, and heating conditions by using
heat-transfer FEA to determine temperature data needed for
the model input. The rigor of the required inputs for this
method of determining strength loss allows for a more phys-
ically based and therefore more generally applicable model.
Most of the literature regarding degradation of concrete
compressive strength due to heat exposure does not consider
the effects of heating and cooling time, section geometry, or
concrete thermal properties,'® which can be captured by the
proposed methodology.

Although the proposed methodology shows a lot of
promise, until more data is gathered, the authors note the
limitations of the presented model for predicting strength
loss of concrete under short-duration heating. The model

41



was constructed using a limited data set that comprised data
from this study as well as experiments conducted by others.
To further improve this model, which is focused on short-du-
ration, radially symmetric heating conditions, a larger data
set would be required with a greater diversity in heating
durations and geometry (varying specimen size). The model
could also be improved by including the properties of the
concrete mixture as inputs for the model.

CONCLUSIONS

This work aimed to form a framework for creating a model
to predict the reduction in concrete compressive strength
due to the temperature and duration of heat exposure, which
can be generalized for a variety of heating conditions and
specimen geometries. A predictive model was successfully
created to empirically correlate temperature data from finite
element analyses (FEAs) of heated concrete specimens to
the experimentally measured strength reduction of the spec-
imens. The predictive model was shown to predict strength
loss with a root-mean-square error (RMSE) of 1.35%.
Compared to existing models in the literature, the proposed
methodology has the advantages of considering the influence
of concrete thermal mass, specimen geometry, and thermal
properties on the predicted strength loss. The modeling
approach could be leveraged to make models specific to a
variety of geometries and thermal boundaries as it is based
on transient analysis of the specific heating conditions for
the structure in question.
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APPENDIX

The following figures are presented herein to show the
goodness of fit between the FEA results and the thermo-
couple data taken from experiments. Figures A1l to A5 show
the initial model fit for Cases 2 to 6. Figures A6 to A10 show
the calibrated model fit. Each follows the same location
convention of (r = 0, # = 0) (top left), (r = 0.5, h = 0) (top
right), (=1, h=0) (bottom left), and (=1, 4= 0.5) (bottom
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right). For instances where a location is missing, this is due
to unusable thermocouple data. For Case 5 (Fig. A4 and A9),
the (r =1, h = 0) location data is partially usable (through
the heating phase, but not including the cooling phase) and
has still been included to show the goodness of fit during the
heating phase.
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Fig. A1—Case 2 (392°F [200°C] for 85 minutes) initial model fit (FE results in black; thermocouple data in gray dashed line).
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Carbonatable calcium silicate cement (CSC) is a promising
approach to reducing the carbon footprint associated with concrete
production. Carbonatable CSC gains strength by reacting with
carbon dioxide (CO;). While the concept of carbonation is well
known, more information on the curing process is needed. This
study focuses on studying the impact of drying time, carbonation
duration, and degree of saturation (DOS) on the carbonation reac-
tion of CSC mortar. Samples were exposed to different drying dura-
tions at controlled environmental conditions to reach various DOSs
ranging from 100 to 0%. The samples were then exposed to carbon-
ation under the same environmental conditions for different dura-
tions. Neutron radiography (NR) was performed on the samples
during drying to determine the DOS corresponding to various
drying durations. NR was also used during the carbonation period
to determine the degree of carbonation (DOC) in real time. The
impact of carbonation on the diffusivity of water vapor (Dy) and
pore size distribution of CSC-based samples was examined using
dynamic vapor sorption (DVS). It was concluded that the carbon-
ation reaction increased as the DOS decreased from 100 to 40%.
The carbonation reaction ceased for samples with DOS values less
than 6% DOS. It was also concluded that as the DOC increased,
the pore structure was refined, which led to a decrease in the Dy, of
the CSC mortar samples.

Keywords: calcium silicate cements; carbonation; diffusion coefficients;
drying; neutron radiography.

INTRODUCTION

Several approaches are being investigated to reduce
the carbon footprint of concrete.> One of the approaches
substitutes part of the ordinary portland cement (OPC) with
supplementary cementitious materials (SCMs),*? or by
ground limestone.*!* Another approach is using geopoly-
mers such as alkali-activated fly ash.!'?! These approaches
rely on hydraulic, pozzolanic reactions. An alternative
approach has been introduced and suggests a non-hydraulic
cement that reacts with carbon dioxide (CO,) to harden. This
carbonation reaction uses calcium silica cements (CSCs)
such as pseudowollastonite, wollastonite (CaO-SiO,), and
rankinite (3Ca0-2Si0,).2>?” These CSCs react with CO, to
form stable calcium carbonate (CaCOj3) and silica (SiO,)
gel that provide mechanical strength for the microstruc-
ture.?*2628 These CSCs require less limestone and can be
prepared using existing cement kilns at a lower tempera-
ture than OPC, which reduces the CO, emissions by 30% as
compared to OPC.?° In addition, the carbonation reaction of
CSC captures 300 kg of CO, per ton of cement used.”’ As a
result, CSC has proven to be efficient in reducing the energy
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requirement and carbon footprint of cement manufacturing
by 70% as compared to OPC 22232527

To understand the properties of these CSC-based materials
and to be able to better incorporate them as an alternative to
OPC, their durability’’-3* as well as their microstructure and
strength development®'-3¢ have been studied. The freezing-
and-thawing performance of CSC concrete was found to be
equal to or better than OPC concrete samples.’*¥” This is
partially because CSC-based samples have a bimodal pore
structure’': large pores (>10 nm) corresponding to the space
between unreacted CSC particles, and small pores (<10 nm)
found inside the reacted silica gel. The fluid inside the
small pores (that is, pore solution) freezes at approximately
—30°C, while the fluid in larger pores of CSC cement freezes
at approximately —5°C. The temperature of standard freez-
ing-and-thawing performance testing such as ASTM C666
stays above the freezing temperature of small pores. In addi-
tion, the larger pores are often not saturated, which reduces
the in-place degree of saturation (DOS) and improves their
freezing-and-thawing performance.®

CSC systems also showed a higher resistance to salt
degradation than OPC.3** This increased resistance of CSC
samples to salt damage is due to their chemical composi-
tion that does not contain calcium monosulfoaluminate and
calcium hydroxide, which are primarily responsible for
salt damage development.®**! This chemical composition
of CSC samples also increased their resistance to sulfate
attack’®” and acid resistance, as well as their resistance to
high temperatures*> when compared to OPC samples. Based
on the prior studies, CSC-based materials have superior
durability characteristics under aggressive environments as
compared to OPC samples.3%-32-3839

The mechanical strength of CSC-based cementitious mate-
rials has been studied by various researchers and was found
comparable to OPC-based materials.3*33-** The compressive
strength of CSC mortar samples or CSC paste samples aver-
aged between 35 and 48 MPa after 3 days of carbonation
curing.’33% The compressive strength of CSC concrete was
able to reach 70 MPa.*® The strength development in CSC
materials is dependent on the carbonation reaction evolu-
tion. Ashraf et al.*® concluded that the carbonation rate of
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CSC-based cement paste and mortar are dependent on their
water-binder ratio (w/b), temperature, and CO, concentra-
tions. These carbonation rates were found to be the highest
for mortar samples with a water-cement ratio of 0.40. In
addition, it was concluded that the carbonation reaction
could not occur without the presence of free water in the
pores.*

Khanzadeh Moradllo et al.*® introduced a procedure to
quantify the degree of carbonation (DOC) throughout the
depth of the CSC mortar samples using neutron radiography
(NR). This enabled discussions to begin on the influence of
the moisture content throughout the sample depth on the
carbonation evolution.

Based on the aforementioned studies, CSC-based mate-
rials seemed to be a very promising approach to improve
concrete sustainability. Previous studies have begun to assess
the curing of CSC-based materials. This study expands
upon information in the literature to describe the drying and
carbonation processes. The influence of the DOS of CSC
mixtures on the evolution of the carbonation of CSC-based
materials has not been fully investigated under a controlled
environment—that is, controlled relative humidity (RH)
and temperature. The first objective of this study is to intro-
duce an experimental procedure to evaluate the drying and
carbonation of fresh CSC mortar under controlled envi-
ronmental conditions using NR. The second objective of
this study is to determine the impact of the DOS of the
CSC-based mortar on the rate of the carbonation reaction at
a controlled RH and temperature. The third objective of this
paper is to determine the impact of carbonation on the pore
structure and diffusivity of water vapor (D;) of CSC mortar
samples. The behavior of carbonated CSC mortar samples
will be compared with the nonlinear water diffusivity model
of Bazant and Najjar*? in non-saturated concrete.

RESEARCH SIGNIFICANCE

This paper describes the development of a drying and
carbonation chamber that can be placed in a neutron beam
line. This enables the drying and carbonation of fresh CSC
materials to be studied under a controlled environment. The
drying of CSC systems was studied to determine the DOS
when CO; is introduced to the system. The optimal DOS that
results in a higher rate of carbonation reaction was identi-
fied. In addition, the influence of the DOS on the uniformity
of the carbonation profile was investigated. This paper also
determines how carbonation changes the pore structure and
diffusivity of water vapor of CSC samples. The findings of
this paper can be used to improve the drying and carbonation
of CSC materials.

EXPERIMENTAL PROCEDURE

Materials and mixture design

The chemical composition of the CSC used in this study
was determined using X-ray fluorescence spectroscopy
analyses, the results of which are shown in Table 1. The
specific gravity of CSC was measured to be equal to 2.84
using the Le Chatelier flask procedure (ASTM C188-17).
A standard graded sand (ASTM C778-17%) with a specific
gravity of 2.65 was used to prepare the mortar samples. A
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Table 1—Chemical composition of CSC

Components Mass, %
CaO 45.00
SiO, 47.20
ALO; 2.76

Fe,0; 1.07
MgO 0.78
SO; 0.22
K,O 0.80
Na,O 0.27
TiO, 0.08
SrO 0.09
P,0s 0.03
MnO 0.04
Cl 0.03
ZnO 0.01
LOI 1.60

set-retarding admixture (conforming to ASTM C494-194
for Type B retarder) was added to the cementitious matrix.
The mixture proportions of the mortar prepared in this study
are shown in Table 2. A 0.43 water-CSC ratio (w/c) was used
in this study for the mortar sample preparation to ensure the
highest reaction rate for CSC.3>3¢ The set retarder was added
to the mortar mixture design to delay any minor hydration
reactions which may interfere with drying.*

Sample preparation

The mortar was mixed following a modified procedure
of ASTM (C305-14.%7 First, the set-retarding admixture
was mixed with the deionized water. Second, the CSC and
sand were mixed with the liquid using a vacuum mixer at
400 revolutions per minute (rpm) for 2 minutes at 80%
vacuum level. The mixer was then stopped for 15 seconds
and any materials that may have collected on the side of the
mixing bowl were scraped down into the bulk of the mixing
bowl. The materials were then mixed for an additional
minute at 350 rpm at a vacuum level of 80%.

The CSC mortar was cast into a prismatic Polytetrafluo-
roethylene (PTFE) mold with inner dimensions of 60 mm
wide, 50 mm tall, and 20 mm deep. PTFE was used for the
molds due to its low neutron attenuation coefficient*® and its
lack of reaction with cement. The materials inside the mold
were consolidated. The surface of the sample was finished
and exposed to the environmental conditions investigated in
this study.

Environmental conditions tested in this study

The rate of carbonation of CSC mortar was studied for
four DOSs: 100, 65, 40, and 13% (average DOS over the
depth of the sample). The RH and temperature were fixed at
40% and 60°C respectively during both the drying and the
carbonation durations.

To determine the drying durations to reach the targeted
DOSs, fresh mortar samples were exposed to drying
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immediately after casting for durations of 0, 0.25, 0.5, 0.75,
1,2, 3,4,5, 16, 18, 20, 23, 25, 27, 29, and 42 hours. The
DOSs were calculated for each of these drying durations.
The drying durations leading to the targeted DOSs were
selected to be used to study the dependency of carbonation
evolution of CSC materials on their DOS.

For each targeted DOS, four different carbonation dura-
tions were tested: 1.5, 3, 5, and 20 hours. The different
carbonation durations tested in this study for the various
DOSs are summarized in Table 3. All these carbonation
conditions were performed in a 99 £+ 1% CO, environment.

Drying and carbonation chamber

A chamber was designed to study the drying and carbon-
ation of CSC mortar at controlled RH and temperature. The
chamber was designed to be placed in a neutron beamline to
enable in-place neutron radiography of CSC mortar samples
during drying and carbonation. Figure 1(a) shows the major
components of the chamber. The chamber walls (labeled
No. 5 in Fig. 1(a)) are constructed of aluminum due to its low-
neutron macroscopic cross section.*” As illustrated in

Fig. 1(a), insulation panels are mounted on the outside
walls of the chamber to aid in providing a stable tempera-
ture inside the chamber. The middle section of the chamber,
corresponding to the sample location (illustrated by No. 8 in
Fig. 1(b)) and to the region of interest (ROI), is not covered by
insulating materials to enable NR measurements to quantify
the drying and carbonation of CSC mortar sample (Fig. 1(a)).
The control cabinet (labeled No. 1 in Fig. 1(a)) runs the
system. The human-machine interface (HMI) located on
the outside of the cabinet is the primary means to control
and program the different environmental cycles needed for
a run such as temperature, RH, CO, injection, and duration
for each cycle. Various sensors and gas circulation ports are
installed through the left and right walls of the chamber as
shown in Fig. 1(b). The heater (No. 5 in Fig. 1(b)) along
with the temperature sensor (No. 4 in Fig. 1(b)) allows the
chamber to be maintained at the set point temperature value.

Table 3—Carbonation durations tested in this
study for each targeted DOS

DOS, % Carbonation durations, hours
Table 2—Mixture proportions of mortar prepared 13 15,3,5,20
in this study 40 1.5,3,5,20
Materials CSC Deionized water Sand Retarder 65 1.5,3,5,20
Mass, g 100 43.0 275 0.50 100 1.5,3,5,20

()

Fig. I—Experimental setup to study drying and carbonation of CSC mortar samples using NR: (a) exterior view of chamber: (1)
control cabinet, (2) pressure gauge, (3) CO, injection, (4) steam generator, and (5) chamber, and (b) interior view of chamber
showing major components: (1) CO, injection/exhaust points; (2) steam injection point; (3) CO, sampling point,(4) tempera-
ture and relative humidity measurement point, (5) gas heater, (6) load cell (400 g capacity), (7) sample housing, (8) sample

location, and (9) immersion heater.
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The heater will increase the temperature to the set point
value and once the sensor detects the set point temperature,
the heater will remain at the set temperature. The tempera-
ture sensor is continuously controlling the temperature to
keep the temperature at the set point value. The RH can be
controlled using the immersion heater (No. 9 in Fig. 1(b)),
the steamer (No. 4 in Fig. 1(a)), and the RH sensor (No.
4 in Fig. 1(b)). The chamber is connected to a CO, tank.
CO, gas enters the system through the mass flow controller,
resulting in an increase in the system pressure measured
using the pressure gauge (No. 2 in Fig. 1(a)). An exhaust
valve opens when the pressure in the chamber exceeds 0.74
kPa. When the pressure in the system is below 0.1 kPa the
mass flow controller injects CO, gas. Controlling the injec-
tion and exhaust of the chamber maintains a 100% CO,
concentration. A CO, analyzer connected to the chamber is
continuously measuring the CO, concentration inside the
chamber. The CO, flow was programmed to be equal to 5 L
per minute until the CO, content reaches 100% after which
the CO, flow drops to 1.5 L per minute.

This chamber is in the NR facility (NRF) of the Oregon
State TRIGA® Reactor (OSTR). This facility is a 1.1 MW
TRIGA water-cooled research reactor that uses uranium/
zirconium hydride fuel elements in a circular grid array.
The tangential beam port used by the NRF allows thermal
neutrons to pass through the collimator. A shutter is located
between the end of the collimator and the NRF facility. Once
the shutter is open, the thermal neutrons enter the imaging
chamber. The carbonation and drying chamber are located
perpendicular to the thermal neutron beam in front of the
cesium iodide scintillation detector (Csl with 5 um diam-
eter doped with Gd) and the digital camera (50 mm f/1.2
lens®*3%) as schematized in Fig. 2(a). A radiograph of the
CSC mortar sample is given in Fig. 2(b). The spatial reso-
lution of the radiographs was measured to be approximately
equal to 90 um.3->3

Degree-of-saturation calculations

Fresh mortar samples were exposed to drying at 60°C
temperature and 40% RH directly after preparation. To track
the DOS evolution during the drying period, several radio-
graphs of the mortar sample were captured at the following
drying durations: 0, 0.25, 0.5, 0.75, 1, 2, 3, 4, 5, 16, 18, 20,
23, 25, 27, 29, and 42 hours. For each time, three radio-
graphs were captured with an exposure time of 2 seconds,
and they were combined using a median filter that served in
eliminating the artifacts caused by gamma rays and reducing
the variability in the measured intensities.>*>> A background
correction was performed by capturing multiple images
from the background with open beam (flat field) as well as
with closed beam (dark-field). Image]™ software was used
to process the NR images.*® First, for each time, the back-
ground noise was corrected using Eq. (1)’

Iimage - IDF

JAES (1)

[FF - IDF

where /, is the corrected neutron transmitted intensity
through the sample; /;,,4,. 1S the average transmitted intensity
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through the sample; /pr is the average transmitted intensity
through the background with a closed beam (dark field); and
IFr is this intensity with an open beam (flat-field).

After the drying experiment, the samples were fully dried
at 105°C to capture oven-dry radiographs and thus calculate
the time-dependent DOS throughout the depth of the sample
according to Eq. (2)

@)

ln( Top )
I Omin
where /, is the corrected neutron-transmitted intensity through
the sample at the various drying durations; /,,;, is the corrected
neutron transmitted intensity through the sample immediately
after casting and before exposure to the drying environment

(that is, saturation state); and Ip is the neutron transmitted
intensity through the oven dried mortar sample.

Degree of carbonation calculations

In this study, the procedure defined by Khanzadeh
Moradllo et al.*® has been used to determine the DOC over
the depth of the CSC mortar. This procedure consists of oven
drying the CSC mortar samples at the end of the carbon-
ation period and thereafter collecting a neutron radiograph
on these samples. The effective macroscopic cross section
(attenuation coefficient) of the oven dried carbonated CSC
mortar sample can be determined using the Beer-Lambert

law (Eq. (3))
In < 1 ODI—Ocarb )

X,
_(Zuc Vuc + Zrc Vrc + th pr + Zag Vag + Za Va) (3)

where X,., X, and X,, are the macroscopic cross sections
of uncarbonated CSC, carbonated CSC, and additional
bound products (that is, bound water in silica gel and bound
CO; in calcium carbonate), respectively; X,, and X, are the
macroscopic cross sections of sand (0.0133 mm™), and air
(0 mm™), respectively; V., V,., and V}, are the volume frac-
tions of uncarbonated CSC, carbonated CSC, and additional
bound products, respectively; V,, and ¥, are the volume frac-
tions of sand and air, respectively; X; is the thickness of the
carbonated CSC mortar sample; and /pp.c.» and I are the
transmitted neutron intensity through the oven-dried (OD)
carbonated CSC mortar and open beam, respectively. X,.
was measured to be equal to 0.0175 mm ™' and was assumed
to be equal to X, The sum of V. and V. is equal to the
volume fraction of the original cement (V,.) in the mortar
sample which is 0.194 in this study. Consequently, Eq. (3)
can be simplified into Eq. (4)

I OD-carb )
In <—
1
AX;‘O = _(Zuc Voc + pr pr + Zag Vag + Za Va) (4)
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Fig. 2—(a) Location of drying and carbonation chamber inside NRF,; and (b) neutron radiograph for CSC mortar sample
exposed to one-dimensional (1-D) drying and carbonation inside PTFE mold.

In addition, extra CSC mortar samples were oven-dried
immediately after the drying period at 105°C temperature
without any exposure to CO,, and then neutron radiographs
were taken of these OD noncarbonated CSC samples. The
effective macroscopic cross section of these noncarbonated
CSC mortar samples can be expressed as shown in Eq. (5)
according to Beer-Lambert law

ln<1 OD—no—carb)
Iy
T = _(Zuc Voc + Zag Vag + Za Va) (5)

where Iop.no-cars 18 the transmitted neutron intensity through
the OD noncarbonated CSC mortar.

By combining Eq. (4) and (5), the attenuation coefficient
of the additional bound products can be determined using

Eq. (6)

In < IOD-no-carb )
I OD-carb
X, = Y2ipVp (6)

Khanzadeh Moradllo et al.’® defined a correlation between
the attenuation coefficient of bound products (X,,V%,) and
the mass gains using CSC powders that were carbonated for
different durations. Because this current study and Khan-
zadeh Moradllo et al.* used the same CSC (Table 1), the
same correlation defined in Khanzadeh Moradllo et al.*® has
been used here to determine the percent mass gain induced
by the carbonation reaction spatially in the CSC mortar
sample. The profile of the DOC in the CSC mortar sample
was determined by dividing the percent mass gain deter-
mined at each depth by the maximum percent mass gain due
to carbonation reaction, found to be equal to 31.65% for the
CSC tested in this study.3¢
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Pore structure characterization and diffusivity
coefficient measurements

Three slab-shaped specimens of 60 + 0.5 mg were extracted
from the oven-dried (OD) carbonated CSC mortar at different
depths that correspond to different degrees of carbonation.
The sample that was used for this test was carbonated for
20 hours after 4 hours of drying at 60°C and 40% RH. One
of the specimens had a 50% DOC that was extracted from
the top part (1 mm deep from the sample surface) of the OD
carbonated CSC mortar. The second specimen had a DOC of
30% that was extracted at 10 mm depth, while the third one
was extracted at a depth of 48 mm and had a 9% DOC. These
slab-shaped specimens were saturated in 0.25 mL of water
in a microcentrifuge tube for 48 hours. They were then used
to determine the impact of the carbonation of CSC mortar
on the pore size distribution and diffusivity coefficient of the
mortar samples.

After saturation, the specimens were placed in a tared
quartz pan in the environmental chamber of the dynamic
vapor desorption (DVS) analyzer to obtain the water vapor
desorption isotherm. The mass of the sample was continu-
ously monitored while varying the RH inside the chamber
at controlled steps and at a constant temperature of 23°C.
At the beginning of the experiment, the RH was reduced to
97.5% and was maintained at this value for either 48 hours
or until the mass change between successive measurements
was smaller than 0.001% over a duration of 15 minutes. The
RH was then decreased by 2.5% RH steps from 97.5 to 80%
RH, 4% RH steps from 80 to 76% RH, 6% RH steps from
76 to 70% RH, 10% RH steps from 70 to 30% RH, then
decreased to 11% and 0% RH.

At each humidity value, the sample was allowed to equil-
ibrate for 48 hours or until the mass change between succes-
sive measurements was smaller than 0.001% over a duration
of 15 minutes.

Based on the Barret-Joyner-Halenda theory,”® the pore
radius 7, (m) is assumed to be the sum of 7, (m) (Kelvin
radius) and ¢-curve (m) (thickness of water absorbed film).
By assuming that the angle of liquid-solid contact is 0, the
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Kelvin Laplace equation can be used in order to determine
¢ as shown in Eq. (7), while the z-curve can be determined
using Eq. (8)>¢

_ _2Y Vi 1
"= TRT 'InRH M
A Vm 1/3
r= (6nRTlnRH) ®)

where v is the surface tension of the pore solution (72 x
10~ N/m); V,, is its molar volume (assumed to be equal
to the water molar volume 18.02 x 10° m3/mol); R is the
ideal gas constant (8.314 J/(mol.K)); T is the temperature
(296.15K); and 4 is the Hamaker constant for the interaction
of solid-liquid-gas (6 x 10720 J).¢!

For each RH step in the DVS, the diffusivity of water D,,
(m?/s) was calculated using Eq. (9)%>%

nd?
D, =(avt)2m

(€]
where d is the thickness of the slab-shaped specimen
(3.3 mm in average in this study); and ay; is determined for
each RH step using Eq. (10)

Am, = ay, <t (10)

where Am, denotes the change in mass of the sample during
the desorption process at each RH step; and Am,,,,, is the total
change in mass of the sample after achieving equilibrium at
each RH step. ay, and Am,,,, are illustrated in Fig. 3.

For each RH step, the diffusivity of water vapor D;, (m?/s)
was calculated by multiplying the slope of the desorption
isotherm by the corresponding diffusivity of water (D,,),
according to Eq. (11)%

am
Dh = Dmd_H (1])

where dM/dH corresponds to the slope of the desorption
isotherm at each RH step.

EXPERIMENTAL RESULTS AND DISCUSSION
Degree-of-saturation evolution during drying
period

Figure 4 illustrates the DOS profiles as a function of the
depth of the CSC mortar, exposed to drying at 40% RH
and 60°C immediately after casting, for different drying
durations. The measured DOS decreased as drying dura-
tion increased. Four different DOSs, listed in Table 3, were
targeted to study the dependency of carbonation evolution on
the pore saturation. The values of these four different DOSs
were 100, 65, 40, and 13% on average. Based on Fig. 4,
exposing a fresh CSC mortar sample to one-dimensional
(1-D) drying at 60°C and 40% RH for 2, 4, and 20 hours will
lead to an average DOS of 65%, 40%, and 13%, respectively,
over the sample depth. Samples with 13% average DOS
value showed a gradient that is more advanced as compared
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Fig. 3—Example of change in mass of sample with respect
to square root of time during desorption process at one RH
step.

to other higher targeted DOS values. The 100% DOS corre-
sponds to a fresh mortar sample that is not exposed to any
drying. Consequently, CSC mortar samples were exposed to
the following four different drying durations before expo-
sure to CO,: 0, 2, 4, and 24 hours at 60°C and 40% RH.
Therefore, the impact of four different initial DOSs on the
carbonation of CSC mortar will be studied.

It should be noted that the rate at which CSC mortar
samples dry is faster and more linear compared to OPC due
to their non-hydraulic characteristics. According to Fig. 4,
samples exposed to drying durations less than 4 hours had a
uniform moisture content over the sample depth. However,
samples exposed to drying for a duration longer than 5 hours
showed a gradient in their moisture content. The gradient in
the moisture content for samples exposed to longer than 16
hours is greater than the gradient noted for samples dried for
5 hours. Sixty-two percent of the original water evaporated
from the CSC mortar samples after 4 hours of drying at 40%
RH and 60°C temperature. Figure 5 illustrates the average
DOS of CSC mortar samples with respect to the square root
of the drying duration. It can be noted from Fig. 5 that the
rate of drying after 16 hours is smaller than the rate of drying
measured at the beginning of the drying period.

Influence of degree of saturation on evolution of
carbonation reaction

Figure 6 illustrates the evolution of the DOC profiles
obtained from neutron radiography on CSC mortar carbon-
ated for four different durations. Figure 6(a) illustrates the
carbonation evolution in CSC mortar samples that were
carbonated immediately after casting in a 100% CO, envi-
ronment, 60°C temperature, and 40% RH without any
pre-drying. The DOS of these samples was 100% at the
beginning of the carbonation reaction. For these samples,
CO; should first dissolve in the pore solution, then travel by
diffusion through the saturated pores to the reaction sites.
Figures 6(b), (c), and (d) show the DOC for CSC mortar
samples with initial DOS at the beginning of the carbonation
phase of 65% + 1.7%, 40% + 2.7%, and 13 + 5% on average,
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Fig. 4—Degree-of-saturation profile for mortar samples exposed to 1-D drying at 40% RH and 60°C temperature.

respectively. For these samples, the pores of the CSC mortar
are partially saturated, that is, a thin layer of pore solution
will be present at the pore surface. In this case, CO, trans-
ports through the pores in a gas form, dissolves within this
layer of pore solution and diffuses through this pore solu-
tion layer to react with CSC cement. Higher DOC values
were measured in samples with a DOS lower than 100%.
For instance, after 20 hours of carbonation, the highest DOC
measured in 100% DOS sample was approximately 18%
(Fig. 6(a)). Samples with 65% + 1.7% DOS had a DOC of
up to 42% after 20 hours of carbonation (Fig. 6(b)). The
samples with 40% + 2.7% DOS had a DOC for up to 50%
(Fig. 6(c)) after 20 hours of carbonation.

This is explained by the fact that the diffusion coefficient
of CO, in aqueous solution is 10* times lower than in the
gas phase.®* For instance, at 35°C and atmospheric pres-
sure, the diffusion coefficient of CO, in water is equal to
2.47 x 107 cm?/s.% The diffusion coefficient of CO, in air at
atmospheric pressure and 20°C was reported to be equal to
1.6 x 107" cm?/s.°° For this reason, the carbonation reaction
will occur at a faster rate in samples with partially saturated
pores. Figure 7 aims to illustrate this dependency of the rate
of carbonation on the initial DOS of the CSC mortar sample.
In Fig. 7, for each DOS, the average rate of the carbonation
reaction was determined from the top 10 mm of the sample
surface according to Eq. (12)

_ 1 @
R. = 77 LR, (12)

x=1
where 7 is the number of the carbonation durations tested
for each DOS; and R, is the average rate of carbonation

calculated on the top 10 mm of the sample surface for each
carbonation duration, according to Eq. (13)
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Fig. 5—Decrease in degree of saturation of samples based on
CSC mortar with respect to square root of drying duration.

- 1 & DoC
R= 5850 (9
where p is the number of pixels for the first 10 mm on the
sample surface; DOC is the degree of carbonation measured
for each pixel; and ¢ is the carbonation duration (hours).

It can be noted from Fig. 7 that the rate of carbonation
increases with a decrease in the initial DOS from 100 to
60%. The rate of carbonation was the lowest for samples
with an average DOS of 6.5% because a minimum amount
of water is needed for the carbonation reaction to occur, that
is, for the CO, dissolution before reaction with CSC. This is
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Fig. 6—DOC profiles of CSC mortar samples for varying carbonation duration for different initial DOS: (a) 100% DOS, (b)

65% DOS; (c) 40% DOS: and (d) 13% DOS.

in accordance with the study of Ashraf et al.’> showing that a
lack of water will limit the carbonation reaction. This depen-
dency of the carbonation reaction on the internal moisture
content of CSC mortar samples is in accordance with what is
established in the literature for conventional OPC cementitious
materials.5776

For all carbonation durations, a gradient in the DOC
profiles is present for all the CSC mortar samples illustrated
in Fig. 6. For samples with an average initial DOS of 60
and 40% (Fig. 6(b) and (c), respectively) the DOC is greater
in the upper section of the sample (0 to 20 mm). The DOS
profiles for these samples at the end of the drying period
(Fig. 4) are uniform throughout the sample depth and no
significant gradient in the DOS can be noted for these two
samples. These samples are exposed to 1-D carbonation;
consequently, the CO, will start first dissolving within the
thin layer of water located inside the pores near the sample
surface, that is, in contact with CO,. Dissolved CO, will then
diffuse to the closest reaction site to react with CSC and form
carbonation products that have a higher volume compared to
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Fig. 7—Rate of carbonation reaction in first 10 mm of
sample surface with respect to initial degree of saturation of
CSC mortar sample.
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original CSC.?!' The matrix porosity is then refined near the
surface, which would limit CO, diffusion to deeper sections
of the sample (deeper than 30 mm).

A gradient was also visible in the samples that were dried
for 24 hours (Fig. 6(d)). The DOC was higher in the lower
part of the sample (>15 mm) as compared to the values
measured on the sample surface. A significant gradient exists
in the initial DOS of the samples dried for 24 hours as noted
in Fig. 4. The average initial DOS in the first 15 mm of CSC
mortar after 24 hours of drying is approximately 6.5 + 1.3%,
while a higher average value of 16.1 + 3.3% was measured
in deeper sections in the sample (Fig. 4). The amount of
water remaining in the pores of the first 15 mm of the CSC
mortar sample after 24 hours of drying was insufficient
for the carbonation reaction to occur. The COy) Was able
to diffuse through these relatively dry pores located in the
upper section of the CSC mortar sample to deeper sections in
the CSC mortar sample (>30 mm), where the average DOS
was 18.4 £ 1.2%, and was able to dissolve in this water and
react with CSC to form carbonation products.

Figure 8(a) shows on the same graph the DOS profile after
24 hours of drying and the DOC profiles for different carbon-
ation durations. Figure 8(b) represents the DOC with respect
to the DOS for a sample exposed to 24 hours of drying
followed by 20 hours of carbonation. It can be seen from
both Fig. 8(a) and (b) that a DOS higher than 6% is needed
for the carbonation reaction to occur. The carbonation reac-
tion will be limited in a medium with a DOS below 6% due
to the lack of water. In summary, carbonation does not occur
in neither a dry cementitious matrix (DOS < 6%) nor in a
fully saturated one. At a low moisture content, chemical
reactions are inhibited because of the lack of water. At high
moisture content, CO, diffusion is limited by insufficient air
due to the matrix pores saturation.

Influence of carbonation reaction on diffusivity
coefficients of CSC mortar

Figures 9(a) and (b) illustrate the impact of the DOC of
CSC mortar samples on their pore structure. Figure 9(a)

Degree of carbonation (%)

0 10 20 30 40 50 60
DOC |
—{— 1.5h carbonation
— —/\— 3h carbonation
€ —O— 5h carbonation
£ 204 —[— 20h carbonation |-
= DOS
830 ——24hdry |
@
(]
40+ -
50 L} T T
0 5 210 15 20 25 30

Degr%e of saturation (%)

Degree of carbonation (%)

illustrates that 90% of the pores in a sample with a low
DOC (~9%) are larger than 40 nm in pore radius. In partially
carbonated samples (~30% DOC), 43% of the pores have
a pore radius smaller than 40 nm (Fig. 9(a)). In samples
with a higher DOC (~50%), 53% of the pores have a pore
radius below 40 nm (Fig. 9(a)). The development of carbon-
ation products resulted in pore filling and refinement (that
is, smaller pores) (Fig. 9(a) and (b)). These measurements
are in accordance with the theory explained in the study of
Villani et al.’! and Ashraf et al.34

The refined pore structure of samples with a greater DOC
resulted in a decrease in D, (Fig. 9(c)). It can be observed
that D;, measured on CSC mortar samples is higher than the
values reported for conventional mortar samples made using
OPC.%2% Bazant and Najjar’’ studied the dependency of D,
on the pore humidity of conventional cementitious materials
and developed Eq. (14)

1_(X1
D, = Doy +——F———= 14
h 1[0 . | — RH (14)
1-RH,

where D; corresponds to D, at high RH; o, corresponds to D,
at low RH; RH is the pore RH; RH, is a constant representa-
tive of the pore RH corresponding to the inflection point in
the curve of D, with respect to RH; and # is a constant that
was defined in Bazant and Najjar’’ to vary between 6 and 16
depending on the mixture design and describes the sharpness
of the curve correlating D, to RH.

The fitted lines in Fig. 9(c) were obtained using Eq. (14).
It can be observed that D), of CSC mortar samples can be
described using Eq. (14), which can be a powerful tool in
describing the changes of the microstructure with carbon-
ation. For these fitted lines, RH, was set to be equal to 0.84,
n was fixed to 6 in this study for the best-fit, which is within
the range (that is, 6 to 16) that is typically used for OPC.”’
The D, values were related to the DOC. D; was equal to
2.8x 107", 1.8 x 107!, and 1.1 x 107! m?/s for samples with
50%, 30%, and 9% DOC, respectively.
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Fig. —Minimum pore saturation needed for carbonation reaction to occur: (a) DOC and DOS profiles after 24 hours of drying and
various carbonation durations; and (b) DOC with respect to DOS for sample exposed to 24 hours drying and 20 hours carbonation.
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Fig. 9—Impact of DOC on: (a) pore structure of CSC mortar; (b) desorption isotherm of CSC mortar, and (c) Dy, in CSC mortar.

CONCLUSIONS

Calcium silicate cement (CSC)-based mortar samples were
prepared for this study using CSC, aggregate, and water. The
interaction between drying, degree of saturation (DOS), and
carbonation of CSC mortar samples was examined using
neutron radiography. For the purpose of this study, a drying
and carbonation chamber was developed that can be placed
in a neutron beam line and that enables radiographs to eval-
uate the in-place drying and carbonation of CSC samples
under a controlled environment (that is, relative humidity,
temperature, and CO, concentration). The dependency of
pore structure of CSC samples on their degree of carbon-
ation (DOC) was investigated using dynamic vapor sorption.
In addition, the nonlinear diffusivity of water vapor (D,) was
determined for CSC mortar samples with different DOC.

It was first observed that the ingress of CO, and rate
carbonation of CSC mortar samples depend on their satu-
ration level. Samples with a high DOS (~100%) impeded
CO, ingress as the diffusion of CO, in vapor is much faster
than its diffusion through an aqueous medium. Therefore,
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vapor-filled pore space is needed for the carbonation reac-
tion to occur. It was also observed that in a matrix with a
DOS below 6%, the carbonation reaction does not occur due
to the lack of water. Information is therefore needed on the
optimum pre-drying conditions of CSC mortar samples to
permit CO, ingress without limiting the carbonation reaction.

For this reason, the carbonation of CSC mortar samples
with various initial DOS ranging from 65 to 13% in average
was examined. For samples with an intermediate DOS
(that is, between ~65 and 40%), as the carbonation dura-
tion increased, carbonation products developed in the upper
section of the samples and filled the pores of the CSC mortar
samples leading to pore refinement in this section. The pore
refinement, localized in the upper section of the sample,
induced a decrease in the D, of the matrix in this upper
section of the sample limiting the ability of CO, to reach the
lower section of the sample. Consequently, a gradient in the
DOC profile and crusting was observed in the CSC mortar
samples with intermediate DOS. The DOC was not uniform
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along the sample depth with higher values in the upper
sections of the sample as compared to the lower sections.
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Numerical Compressive Toughness of Steel Fiber-Based

Reinforced Concrete with Various Densities
by Hak-Young Kim, Hye-Jin Lee, Keun-Hyeok Yang, and Seung-Jun Kwon

A reliable compressive stress-strain model was established for
concrete with varying densities reinforced with either steel fibers
alone, or a combination of steel fibers and micro-synthetic fibers.
Moreover, a simple equation was presented to determine the
compressive toughness index of fiber-reinforced concrete in a
straightforward manner. The fiber reinforcing index was intro-
duced to explain the effect of various parameter conditions of fibers
on the enhancement of the concrete properties under compression.
Numerical and regression analyses were performed to derive equa-
tions to determine the key parameter associated with the slope at
the pre- and post-peak branches and compressive toughness index
through extensive parametric studies. The proposed models are
promising tools to accurately predict the stress-strain relation-
ships of fiber-reinforced concrete with different densities, resulting
in less-scattered values between experiments and predictions,
and reasonably assess the efficiency of fiber reinforcements in
enhancing the compressive response of concrete.

Keywords: compressive toughness; concrete density; fiber reinforcing
index; stress-strain relationship.

INTRODUCTION

The use of fiber reinforcement in concrete structures has
attracted increasing attention since the 1970s to enhance the
unsatisfactory properties of concrete, such as low tensile
and crack resistances, non-negligible shrinkage defor-
mation, and low-ductility post-peak failure.!> Compared
with synthetic and inorganic mineral fibers, steel fibers are
more commonly used owing to their advantages in terms of
economics, manufacturing facilities, reinforcement effects,
and resistance to environmental factors.>> Moreover, the
use of steel fibers in combination with microfibers such as
polypropylene (PP), nylon, polyvinyl alcohol (PVA), and
polyethylene (PE) fibers can help enhance the synergistic
effect for controlling crack propagations at different loading
levels and the hardening or plastic flow performance at the
post-peak branch of the load-displacement relationship of
concrete elements.®!° However, the practical application of
fiber-reinforced concrete for building structures is limited
due to the lack of design approaches in code provisions
and analytical models to reasonably explain the effect of
the fibers on the post-peak responses of structural concrete
elements, even for steel fiber-reinforced concrete.

The design and analysis of structural elements necessi-
tates reliable constitutive models of concrete. In particular,
the compressive stress-strain relationship of unconfined
concrete is required to predict the ultimate strength and post-
peak performance of reinforced concrete structures. Addi-
tionally, the compressive toughness index of fiber-reinforced
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concrete is commonly calculated from the stress-strain rela-
tionship.!! Notably, the characteristics of the stress-strain
relationship are significantly affected by the compressive
strength and density of concrete.'> For example, concrete
designed to have a higher strength and lower density exhibits
a steeper slope at the descending branch of the stress-strain
curve, indicating a more brittle post-peak failure. Thus, at
the same compressive strength, structural lightweight aggre-
gate concrete (LWAC) exhibits a lower modulus of elasticity
and toughness index compared to those of normalweight
concrete (NWC).!>! The use of fibers can help enhance the
slopes at the pre-peak and post-peak branches of the stress-
strain relationship of concrete.'*!® The effectiveness of fibers
in improving the post-peak performance is more prominent
for LWAC than NWC.'* This aspect can be attributed to the
fact that the bridging action of fibers can restrict the cracks
from opening up instead of the aggregate interlock action,
which is not likely to develop for LWAC due to the fracture
of lightweight aggregate particles along the crack plane.!”
Overall, the existing models developed for fiberless concrete
cannot be used to evaluate the compressive stress-strain rela-
tionship of fiber-reinforced concrete.

Most of the recent models'®?' for the compressive
stress-strain relationship have focused on fiberless NWC,
and extremely few analytical studies?? have been
performed for fiber-reinforced concrete, especially fiber-
reinforced LWAC.'* The stress-strain characteristics of fiber-
reinforced concrete are affected by various parameters,
including the length, deformed shape, aspect ratio, tensile
and bond strengths, and surface treatment of fibers, as well as
the mixture proportions, including the fiber content, water-
cementitious materials ratio (w/cm), and content and type
of aggregate particles. Liu et al.'* empirically proposed a
stress-strain model by statistically fitting a damage param-
eter into test results obtained from nine LWAC specimens
reinforced with steel and/or carbon fibers with volumetric
fractions ranging between 0 and 0.9%. Nataraja et al.?
modified Carreira and Chu’s model?* certifying the parabola
curve for fiberless NWC by performing a regression analysis
using data sets experimentally obtained for 14 steel fiber-
reinforced NWC specimens to consider the effect of the fiber
content on the slopes of the pre- and post-peak branches.
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Mansur et al.?® tested the stress-strain behavior of high-
strength (70 to 120 MPa [10.2 to 17.4 ksi]) NWC reinforced
with conventional hooked-end steel fibers to examine the
effect of the aspect ratio and volumetric fraction of the fibers
on the improvement of the post-peak branches. However,
these existing models were developed based on limited test
data. Hence, it is necessary to establish a more compre-
hensive model that can enhance the scope of application
and improve the accuracy of predictions, considering the
diverse design conditions of fibers in concrete with different
densities.

One of the primary objectives of using fibers in concrete is
to enhance its toughness and ductility. Compressive tough-
ness is a key parameter that represents the material’s ability
to withstand compressive forces without exhibiting rapid
failure characteristics. Enhancing the compressive toughness
of concrete allows it to absorb more energy before failure,
resulting in better performance and increased ductility.?
Therefore, understanding the compressive toughness of
fiber-reinforced concrete is crucial for designing structures
that can withstand high compressive loads without experi-
encing premature failure.

This study aimed to establish two reliable design models:
1) the compressive stress-strain relationship of concrete
with different densities reinforced either using steel fibers
alone or using a combination of steel fibers and micro-
synthetic fibers; and 2) a simple equation to determine the
compressive toughness index of fiber-reinforced concrete
in a straightforward manner. To consider the effect of fibers
on the improvement of the compressive response, a rein-
forcing index of fiber was introduced in the stress-strain
model generalized by Yang et al.!> for fiberless concrete.
To this end, a regression analysis was performed based
on test data sets compiled from a wide variety of fiber-
reinforced concrete specimens. Furthermore, an extensive
parametric study was conducted using the proposed stress-
strain relationship to formulate the compressive toughness
index of the fiber-reinforced concrete in accordance with
ASTM C1018-97.!" The reliability of the proposed models
was confirmed through a comparative analysis with the
experimental data and existing equations.

RESEARCH SIGNIFICANCE

While design models rationally realizing the compressive
stress-strain relationship of fiber-reinforced concrete are
still limited, this study proposed a general model to explain
the effectiveness of fibers on the stress-strain response of
concrete with different densities. This study also proved that
the addition of fibers exceeding a specific limit is insignif-
icant in enhancing the toughness of concrete, although the
upper limit for the fiber addition depends on the density and
compressive strength of concrete. The formulated equa-
tion for the compressive toughness index is promising for
fiber design to achieve the targeted compressive ductility of
concretes with different densities.
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Fig. 1—Typical stress-strain curves of steel fiber-reinforced
concrete.

MATHEMATICAL GENERALIZATION FOR
STRESS-STRAIN RELATIONSHIP

Basic equation

Figure 1 shows the typical stress-strain curves of steel
fiber-reinforced concrete specimens tested by Kim et al.?’
and Yang.®?® The stress-strain relationship can be character-
ized as follows: 1) the initial slope at the pre-peak branch
corresponds to a nearly linear response, regardless of the
fiber content; 2) the effect of fiber on the slope at the pre-peak
branch is insignificant; 3) the pre-peak branch begins to
display a distinct nonlinear response at 60 to 75% peak stress
due to the initiation of microcracks; 4) the strain at the peak
stress increases with the increase in the compressive strength
of concrete and fiber content and decrease in the concrete
density (p.); 5) the stress rapidly decreases beyond the strain
corresponding to the peak stress, exhibiting a softening
response; and 6) the slope at the post-peak branch is steeper
for concrete with a lower density and higher compressive
strength, whereas the slope is improved with the increase in
the content and aspect ratio of fibers. Thus, the stress-strain
curve of fiber-reinforced concrete resembles a parabola with
its vertex at the peak stress. This finding indicates that the
tangential modulus of elasticity gradually decreases from
a maximum value at the origin to zero at the peak stress,
beyond which the modulus becomes negative at the post-
peak branch. Yang et al.'? considered this physical meaning
when deriving a complete curve to represent the typical
stress-strain relationship and proposed the following general
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Table 1—Frequency distribution of main parameters in separate databases for fiber-reinforced concrete

Parameters Details for LWAC (total of 45 specimens) Details for NWC (total of 35 specimens)
30.1to 40.1to 50.1 to 30.1to 40.1to 50.1 to
< <
P MPa | <300 400 50.0 60.0 ~60-1 =300 400 50.0 60.0 ~60.1
Number 3 6 20 8 8 14 3 4 8 6
1701 to 1751 to 1801 to 1851 to
kg/m? <1700
Pe 1750 1800 1850 1900 Approximately 2300
Number 5 11 8 16 5
Hybrid
Type Straight | Deformed Carbon PP Hybrid Steel PP Steel + Steel + Three
steel steel types of
PVA/PP carbon
fibers
. Number 6 19 5 2 13 9 2 16 4 4
Fiber
properties o < 0.50 to 0.61 to 0.81 to 1.01 to < 0.50 to 0.61 to 0.81 to 1.51 to
LVs % <049 0.60 0.80 1.00 1.50 <049 0.60 0.80 1.50 2.00
Number 10 10 3 15 7 9 10 4 3 9
B <0.3 03t00.5 | 05t01.0 | 1.0t02.0 >2.0 <03 03t00.5 | 0.5t01.0 | 1.0t02.0 >2.0
Number 7 7 9 16 6 1 2 10 15 7

Note: 1 kg/m® = 0.0624 1b/ft>; 1 MPa = 145 psi.

form with the key parameter 3;, which is associated with the
slopes of the pre-peak and post-peak branches

(Bt
V=T, (1)
where y (= f/f.") is the normalized stress; x (= €/€y) is the
normalized strain; f." is the compressive strength of concrete;
gyris the strain at ;' of fiber-reinforced concrete; and f. is the
concrete stress corresponding to strain ..

In general, the modulus of elasticity of concrete is defined
as the slope of the form joining the origin and point of
0.4f." at the pre-peak response.'? It has been reported?’ that
the uncertainty of measurement at the softening response
increases when the strain exceeds the point corresponding to
0.5f.". Thus, Yang et al. selected the secant moduli of 0.4f;’
at the pre-peak response and 0.5/, at the post-peak soft-
ening response as reference points to determine the value
of B;. Applying the reference points to Eq. (1), B, for fiber-
reinforced concrete can be formulated as follows

0.4(X)P 1+ (04 - X,)B1 — X, = Ofore.<gy (2a)

X)P T+ (1 -2X)B1 —2X; = Ofore. >y (2b)
where X, = 0.4f/(Eey); Xa = €05/€0i Ecr is the modulus
of elasticity of the fiber-reinforced concrete; and g s is the
strain corresponding to 0.5f. at the post-peak branch of
fiber-reinforced concrete. Once the material properties of
E., o, and g sy are known, B, can be determined from the
numerical analysis solution of Eq. (2).

The modulus of elasticity (E,), strain (&) at the peak stress,
and strain (gys) corresponding to 0.5/ for conventional
fiberless concrete are commonly expressed as a function of
f." and p... For fiber-reinforced concrete, these properties are
affected by the type, content, aspect ratio, and interfacial
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bond strength of fibers. For example, the values of £ £y5
and € 5y tend to increase with the increase in the aspect ratio
and volume fraction of steel fibers, as shown in Fig. 1. This
phenomenon implies that numerous parameters must be
considered to determine the values of E.; €y and g5, for
fiber-reinforced concrete. However, the available experi-
mental data for such mechanical properties of concrete rein-
forced with various fibers are scarce compared with the data-
base for fiberless concrete, as indicated in Table 1. Hence,
in this study, the increment in E., &), and g5 owing to the
addition of fibers relative to the values determined from the
equations for fiberless concrete proposed by Yang et al. were
considered through a regression analysis based on experi-
mental data sets. Furthermore, a fiber reinforcing index (B;)
was introduced as a dimensionless parameter to explain
the effect of various parameter conditions of fiber on the
enhancement in the concrete properties under compression

Br = ;giV};iS/?il VTlfe (3)

where 7 is the type of fiber in each concrete specimen; g is
the snubbing factor of discontinuous fibers; t is the inter-
facial bond strength of the fiber against the cement matrix;
and V; and Sy are the volumetric fraction and aspect ratio
of fiber, respectively. Notably, this index is a modified form
of that defined by Yang’ to reflect the reduced efficiency of
fibers in concrete with a higher compressive strength and
consider the overestimation of the reinforcement effective-
ness of micro-synthetic or inorganic mineral fibers with
an extremely high aspect ratio, in terms of restricting the
opening of macrocracks. Moreover, it is challenging to
reasonably measure the values of g and t of fibers because the
bridging action of discontinuous fibers depends on numerous
parameters, such as the orientation, dispersion, and length
of fibers, workability of concrete, and interlocking friction
between the fibers and aggregates or cement matrix. In this
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Table 2—Typical mechanical properties of different fibers

Type ps MPa Fy, MPa E;, GPa 1, MPa
Pp2 0.91 (0.90 to 0.95) >400 (60 to 700) 42 (1510 10.0)
1.02
PVA? 1.3 (approximately 1.3) | >1200 (850 to 1600) 27.6 (25 to 41)
Carbon? 1.8 (1.60 to 1.90) >4000 (1500 to 7000) | 240 (30 to 500) 45
Straight 8.6
Steel fiber? Crimped 7.85 (approximately 7.8) | 2600 (2100 to 2800) 200 (150 to 250) 1.2
16.2 (d> 0.2 mm)
Hooked-end 18.7 (d;< 0.2 mm)

Note: py, Fj; Ej, and 1 denote density, modulus of fiber elasticity, tensile strength, and interfacial bond strength between fiber and cement matrix, respectively. Values in parentheses
refer to common ranges considered in previous studies. 1 MPa = 145 psi; 1 GPa = 145 ksi; 1 mm = 0.039 in.

study, g was set as 2.9 and 2.0 for steel and micro-synthetic
fibers, respectively, considering the typical snubbing effect
observed in the fiber pullout tests conducted by Li et al.?® For
the bond strength of fibers, the experimental values available
in the literature were considered; if the value was unavail-
able, average values>® were selected from the commonly
occurring ranges summarized in Table 2.

Modulus of elasticity (Es)

The modulus of elasticity (£.) of fiberless concrete
depends on the compressive strength of the cement matrix
and the stiffness, strength, and content of the aggregates.?*3
Yang et al. empirically formulated E. as a function of f." and
p. from a regression analysis based on 2680 data sets for
NWC, 370 data sets for LWAC with p, ranging from 1200 to
2000 kg/m?3 (74.9 to 124.9 1b/ft%), and 245 data sets for heavy-
weight concrete with p, ranging from 2500 to 4450 kg/m?
(156.1 to 277.8 1b/ft3). In general, the addition of steel fibers
can lead to a slight increase in the modulus of elasticity of
concrete’ because of the higher stiffness of steel compared
to that of concrete. To examine the rate of increase of the
modulus of elasticity, £, of fiber-reinforced concrete was
normalized by E. predicted from the equation proposed by
Yang et al. for fiberless concrete and then plotted as a func-
tion of B, (Fig. 2). For the database to examine E;*!43!-3
the ranges of the main parameters were as follows: /.’ ranged
from 24.8 to 67.3 MPa (3.6 to 9.76 ksi) for NWC and from
11.9 to 78.5 MPa (1.72 to 11.39 ksi) for LWAC; p. ranged
from 1498 to 1846 kg/m? (93.5 to 115.2 1b/ft}) for LWAC,
Vyranged from 0.32 to 2.0% for NWC and from 0.2 to 1.5%
for LWAC, S;ranged from 37.5 to 541 for NWC and from
58 to 1285 for LWAC, and B,ranged from 0.027 to 1.73 for
NWC and from 0.009 to 1.84 for LWAC, as summarized in
Table 1. All the concrete specimens were reinforced with
single steel fibers or hybrid steel fibers with synthetic fibers.
The normalized E,/E, slightly increased in proportion to B
This trend was consistent across concrete types. Through a
linear regression analysis of the data sets plotted in Fig. 2, £,
could be expressed as follows

Ey = (0.098p,+ 1)E, =
1.17
(0.098p,+ 1)[8470(}2’)‘“(%) ] (MPa) )

where po (= 2300 kg/m? [143.58 1b/ft]) is a reference value
for the concrete density. Equation (4) indicates that the
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Fig. 2—Modulus of elasticity of fiber-reinforced concrete.

efficiency of fibers in enhancing the modulus of elasticity of
concrete is marginally affected by f." and p..

Strain at peak stress (&)

Most of the existing stress-strain models'*!#2 for fiber-
less concrete formulate g, as a function of f.' through a
regression analysis based on NWC test data, and extremely
few studies have been conducted to examine the effect of
fiber reinforcement on the increase in the strain at the peak
stress. Liu et al.'* presented &, of fiber-reinforced LWAC as
a function of £’ from a regression analysis based on limited
test data, as summarized in Table 3. Specifically, this equa-
tion did not consider the effect of the fiber on the strain,
although the regression analysis included fiber-reinforced
LWAC specimens. Nataraja et al.*? presented & of steel
fiber-reinforced concrete as (g + 0.0006w,S)), where wy is
the weight fraction of steel fibers. Mansur et al.”3 expressed
ggr for high-strength concrete reinforced with hooked-end
steel fibers, considering the test parameters of /', V' and Sy
The existing models indicate that the strain at the peak stress
increases with the increase in f;'. Moreover, the low stiffness
of lightweight aggregate particles results in a lower modulus
of elasticity of concrete, which leads to a greater strain at
the peak stress. This phenomenon implies that the concrete
density affects the value of ¢y, although this observation has
not been considered in the existing models. To formulate a
reliable model for g, test data sets were compiled from the
literature®!*31-3¢ and a regression analysis was conducted,
similar to the approach for E.: To account for the lack of
data sets, the measured values of &) were normalized by the
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Table 3—Existing stress-strain models for fiber-
reinforced concrete

Researcher Equations

Jfo=ag.+ (3 -2a)e’ + (a—2)e for . < &y
kiBe.
a=1.79TE/E;—1.264; B = 1/[1 - (f.'/e.E)];
E=5681.67£.4%(p,/2250)"-146;
€or=3.496 x 107 x £/ +0.001.
For carbon fiber,
ky=1.3437,+0.108f. - 6.811;
ky = 0.715V;+ 0.048f. — 2.538;
For steel fiber,
ky=-0.22V;—0.017f. + 1.758;
kr =0.2997;+ 0.014f. — 0.505.
This model was based on LWAC specimens reinforced
with either carbon or steel fibers.

 Bledzg) .
ﬂ B -1+ (S(./SQ/)[} .f“
€= €+ 0.0006R[; B =0.5811 + 1.93R[O74%; R = wiSr;
ctal.? wyis the weight fraction of the fiber.
This model was based on NWC specimens reinforced
with conventional crimped macro-steel fibers.

o I L )
fc fc B— 1+ (Sf/SQ{)B
, k|B(80/80f)
Jo =1 |:k1|3_1+_(80/80/)k2ﬁ for &, > &3
E.= (10,300 — 400¥/.";

for . > gy7;

Liu et al.'

Nataraja

] for &. < g3

Mansur &7 = [0.0005 + 0.00000072( VS 1f**;
etal.? B = —lf;.’ R
B eorEyr

i = (SO£) 1+ 2.5(75);
ko= (50/£.)![1 = 0.11(V,S)"1.
This model was based on NWC specimens reinforced
with conventional hooked-end macro-streel fibers.

gy values calculated from the equation proposed by Yang
et al. for fiberless concrete, as presented in Fig. 3. Although
a certain degree of scatter of data points occurred inevitably
because of different sources for data collection, &y could be
expressed as follows (Fig. 3)

gor=(0.93B,+ 1)[0.0016exp{240(/./E.)}] 5)

Strain (go.51) at 50% of peak stress at post-peak
branch

In general, the slope at the post-peak branch of the stress-
strain curve significantly depends on the brittleness of
concrete. Thus, Yang et al. considered f;" and p. in formu-
lating &y5. Moreover, the addition of fibers improves the
post-peak response of concrete with less brittle failure char-
acteristics, as shown in Fig. 1. However, it is challenging
to determine the slope at the post-peak branch for fiber-
reinforced concrete. None of the existing studies have clar-
ified the slope at the post-peak branch for fiber-reinforced
concrete. In this study, the measured values of g5 were
normalized by & 5 calculated using Yang et al.’s equation for
fiberless concrete to derive a simple closed-form equation
for g5 as presented in Fig. 4. According to the regression
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Fig. 3—Strains at peak stress of fiber-reinforced concrete.
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Fig. 4—Strains at 50% peak stress at descending branch of
fiber-reinforced concrete.

analysis based on data sets®!'*31-3¢ compiled from 35 NWC
and 41 LWAC specimens, €, sycould be formulated as follows

gosr = (2,072 + 1)0.0035exp [ 1.2{(£76) '(p/po)} "]
(6)

where f; (= 10 MPa [1.45 ksi]) is a reference value for the
concrete compressive strength.

Parameter 3

To set By in Eq. (1), an analytical parametric study was
performed with the following ranges of main variables: f;’
(10 to 80 MPa [1.45 to 11.6 ksi]); p. (1500 to 2300 kg/m?
[93.6 to 143.6 1b/ft’]); and B, (0.1 to 2.7). For the selected
variables, E.; €, and g5, were calculated using the equa-
tions presented in the preceding subsections and substituted
into Eq. (2). The solution of Eq. (2) was numerically obtained
using the Newton-Raphson method. Thus, the analytically
obtained results were optimized through a nonlinear regres-
sion analysis to derive the following best-fit equations for

pi (Fig. 5)
B1 = 0.15exp(0.86&) for &. < & (7a)
B1 = 0.34exp(0.35¢) for &, > & (7b)

where & is defined as (1."//0)™*7(pc/po) *¥(By) '* to simplify p;.
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Fig. 5—Regression analysis for parameter f;. (Note:
1 kg/m?® = 0.0624 Ib/fi*; 1 MPa = 145 psi.)

Verification of proposed model

Experimental stress-strain curves were compiled from the
literature®!*31-¢ and compared with the analytical models
proposed by Liu et al.,'* Nataraja et al.,”> Mansur et al.,?
and the proposed model. The data sets containing fiber-
reinforced concrete included data of 35 LWAC and 45 NWC
specimens. In general, experimental stress-strain research
for fiber-reinforced concrete is limited compared to that for
fiberless concrete. For the fiber-reinforced LWAC data sets,
J<', pe, and Py varied from 24.8 to 67.3 MPa (3.6 to 9.76 ksi),
from 1498 to 1886 kg/m?® (93.5 to 117.7 Ib/ft’), and from
0.1 to 2.65, respectively. The corresponding ranges for
fiber-reinforced NWC data sets were from 11.9 to 78.5 MPa
(1.72 to 11.39 ksi), from 2300 and 2420 kg/m*® (143.6 to
151.1 Ib/ft}), and from 0.12 to 2.7. Figure 6 shows the
comparisons of the analytically and experimentally obtained
curves. The curves selected for the comparisons covered
different strength categories and fiber-reinforcement effec-
tiveness for each type of concrete. The reliability of the
proposed model was examined considering the normalized
root-mean-square error (NRMSE) calculated for each stress-
strain curve, as summarized in Table 4. Note that the use
of hybrid fibers, specifically steel and synthetic fibers, in
concrete has been shown to offer a better post-peak response
of the stress-strain curve over using either fiber type individ-
ually. Steel fibers with a relatively longer length are effective
for controlling macrocrack propagation and enhancing the
post-cracking behavior of concrete. Synthetic fibers with a
relatively shorter length and smaller diameter can be well
dispersed in concrete, which can contribute to improving the
resistance to the propagation of internal splitting cracking
due to transverse tensile stresses. Thus, the use of a combi-
nation of these two types of fibers can offer superior mechan-
ical properties and better stress-strain performance than
using either fiber type individually.

Liu et al.’s"* model does not consider the effect of fiber rein-
forcement on the increase in E, and g,, whereas the slope of
the stress-strain curve is expressed as a linear function of ¥,
and /., as summarized in Table 3. Thus, the accuracy of this
model fluctuates considerably depending on p. and the steel
fiber content (Fig. 6(a)). For concrete with B,~ 0.2, this model
tends to overestimate the slopes at the pre-peak and yields
a steeper slope at the post-peak branches of the stress-strain
curve. Furthermore, this model underestimates the slopes at
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the pre-peak for concrete with B, > 1.0 and yields smaller
predictions at the post-peak branch than the values obtained
experimentally for this type of concrete. The inconsistency of
this model becomes more notable for LWAC with a smaller V.
The mean (y,,,) and standard deviation (y,) of the NRMSEs
determined from this model are 0.401 and 0.124, respectively,
for fiber-reinforced LWAC. The corresponding values for
fiber-reinforced NWC are 0.355 and 0.178.

Nataraja et al.”? used 14 test specimens to formulate g
and the slope at the post-peak branch of the stress-strain
relationship of steel fiber-reinforced NWC with a compres-
sive strength not exceeding 50 MPa (7.25 ksi). Because of
the limited test data sets, this model (Fig. 6(b)) frequently
yields smaller predictions at the post-peak branch than the
values obtained experimentally, regardless of the value of B,
Additionally, the inconsistency of this model becomes more
notable for LWAC with f." exceeding approximately 30 MPa
(4.35 ksi). This model provides slightly lower values of v,
and vy, than those obtained using Liu et al.’s model.

Mansur et al.”® modified the Carreira and Chu** model to
describe the effect of hooked-end steel fibers in enhancing
the slopes of pre-peak and post-peak branches by performing
a regression analysis using 18 high-strength NWC data sets.
Notably, this model does not reasonably represent the shape
of'the stress-strain curves for LWAC reinforced with different
types of fibers. Similar to the predictions obtained using Liu
et al.’s model, this model (Fig. 6(c)) overestimates the slope
at the pre-peak branch for concrete with B,~ 0.2 and yields
steeper slopes at the post-peak branch for concrete with >
1.0. The values of v,, and y., of the NRMSEs obtained
from this model are 0.430 and 0.123, respectively, for fiber-
reinforced LWAC, and 0.292 and 0.125, respectively, for
fiber-reinforced NWC, indicating an unsatisfactory agree-
ment for the former concrete type. Overall, the existing
models cannot reliably estimate the stress-strain relationship
of LWAC reinforced with different types of fibers.

In contrast, the proposed model (Fig. 6(d)) can accurately
predict the slopes at the pre-peak and post-peak branches,
regardless of the variations in p. and type and content of fibers.
Thus, the calculated stress-strain relationships correspond
well with the measured curves, and the values of £ € and
€y srincrease with the increase in the content and aspect ratio
of fibers, resulting in greater slopes at the pre-peak branch
and smaller rates of decrease of the stress at the post-peak
branch for concrete with greater B The values of 7., and
Yes of the NRMSESs associated with the proposed model for
fiber-reinforced LWAC and NWC are 0.234, 0.077, 0.127,
and 0.045, respectively, indicating the higher reliability of
this model compared to the existing models. Overall, the
proposed model outperforms the existing models in terms of
the accuracy in predicting the stress-strain relationships of
concrete with different densities and reinforced with various
types and contents of fibers.

COMPRESSIVE TOUGHNESS INDEX
Parametric analysis
ASTM C1018 specifies the compressive toughness index
(/) as a ratio of the area of the stress-strain curve up to 3¢y,
to that calculated at the pre-peak branch up to &y This index
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Table 4—Comparison of NRMSE obtained from
each stress-strain curve

Study
Level | Statistical Liu Nataraja | Mansur | Proposed

Type of B; value etal.' | etal? | etal®® | model
Yeum 0.422 0.449 0.306 0.273

Br=0.2
Yes 0.108 0.150 0.021 0.008
Yeum 0.393 0.238 0.652 0.204

B=1.0
Yes 0.105 0.112 0.203 0.079

LWAC

Yeum 0.339 0.413 0.388 0.212

Br~1.8
Yes 0.190 0.125 0.185 0.139
Yem 0.401 0.382 0.430 0.234

Subtotal
Yes 0.124 0.117 0.123 0.077
Yeum 0.627 0.468 0.399 0.199

B=0.2
’ Yes 0.446 | 0279 | 0.348 0.111
Yem 0.198 0.290 0.243 0.098

Br=1.0
' Yes 0.061 0.078 0.148 0.045

NwWC

b Yeun 0.275 0.212 0.201 0.089

~1.8
’ Yes 0.081 0.136 0.083 0.041
Yem 0.355 0.333 0.292 0.127

Subtotal
Ve 0.178 0.122 0.125 0.045
Yem 0.387 0.335 0.376 0.172

Total

Yes 0.149 0.136 0.147 0.071

Note: NRMSE = (1//2),) (1) rxp — ()pre)*/n]2, where (£,),, is mean stress in
obtained stress-strain curve; (f;)z, and (f:)p,. are experimental and predicted stresses,
respectively; and » is number of points in experimental stress-strain curve. vy, , and
Y., are mean and standard deviation, respectively, of NRMSEs calculated for each
specimen.

can be used to quantitively assess the ductility enhancement
of fiber-reinforced concrete. This aspect indicates that a reli-
able compressive stress-strain model must be used to eval-
uate /. in a straightforward manner. Therefore, an extensive
analytical parametric study was conducted using the stress-
strain relationship derived in this study to formulate /.. The
area of the stress-strain curve up to a certain boundary was
calculated from the composite trapezoidal rule approxi-
mated through the Lagrange interpolation. The parametric
study adopted the same ranges of variables as considered
in the parametric analysis to derive B;. For the analytically
calculated results for each parameter, a statistical optimiza-
tion was performed to formulate the following best-fit equa-
tion for /. (Fig. 7)

0.23

L. = 19[(%1f6) " (p/po)*(B)) ] ®

Comparison with test results

A set of 35 data points for /. of fiber-reinforced concrete
was compiled from the literature.!**"3° Because no reliable
previous equation for /. was available, the measured /. and
predictions obtained using Eq. (8) were directly compared,
as shown in Fig. 8. The predictions obtained from the
proposed equation are in agreement with the test results,
regardless of the variations in p, and the type and B, of fibers.
The mean (y,,) and standard deviation (y,) of the ratios of the
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Fig. 7—Regression analysis for compressive toughness
index 1. (Note: 1 kg/m* = 0.0624 Ib/f’; 1 MPa = 145 psi.)

experimentally obtained values and predictions are 0.95 and
0.13, respectively, for fiber-reinforced LWAC. The corre-
sponding values are 0.95 and 0.09 for fiber-reinforced NWC.
Furthermore, the proposed equation can reasonably consider
the effect of fiber reinforcement in enhancing /.. Overall, the
proposed equation is a promising tool to assess, in a straight-
forward manner, the enhancement in the compressive
ductility of concrete through the addition of different fibers
and promote the design of the fiber reinforcement to achieve
the targeted ductility of concrete with different densities.

CONCLUSIONS

A reliable compressive stress-strain relationship of
fiber-reinforced concrete with different densities was estab-
lished to determine the compressive toughness index of
such concrete. The quality and quantity of data available
for modeling is limited, which could affect the accuracy of
the model. Moreover, the properties of concrete may vary
depending on the source of ingredients, production method,
and curing condition. This variability could impact the
accuracy of the model if it is not adequately accounted for.
Hence, future work can be aimed at verifying the reliability
of the proposed models under expanded parametric condi-
tions, including different types and contents of nonmetallic
fibers and different densities of concrete. The following
conclusions were derived from the analytical modeling and
comparative analysis with test results:

1. The existing models cannot reliably estimate the stress-
strain response of lightweight aggregate concrete (LWAC)
reinforced with different types of fibers, and their accuracy
significantly depends on the concrete density (p.) and fiber
reinforcing index (B,). Thus, the existing models result in
relatively large scatter values of the normalized root-mean-
square errors (NRMSEs) calculated for each stress-strain
curve; specifically, the mean NRMSEs exceed 0.382 and
0.299 for fiber-reinforced LWAC and normalweight concrete
(NWCQ), respectively.

2. The effect of fiber reinforcements in enhancing the
modulus of elasticity, strain at the peak stress, and strain at
50% peak stress at the post-peak branch can be evaluated
using the fiber reinforcing index identified in the present
study. The key parameter (f;) introduced to explain the
different slopes at the pre- and post-peak branches can be

ACI Materials Journal/November 2023
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Fig. 8~Comparison of 1, associated with experiments and predictions. (Note: 1 kg/m’ = 0.0624 Ib/ft’; 1 MPa = 145 psi.)

formulated as a function of the compressive strength (f.") and
density (p.) of concrete and B

3. The proposed model outperforms the existing models in
terms of the accuracy of predicting the stress-strain relation-
ships of concrete with different densities and reinforced with
various types and contents of fibers. The mean and standard
deviation of NRMSEs associated with the proposed model
for fiber-reinforced LWAC and NWC are 0.234 and 0.077,
and 0.127 and 0.045, respectively.

4. The compressive toughness indexes predicted from the
proposed equation are in agreement with the test results,
regardless of the variations in p. and the type and B, of
fibers. The mean and standard deviation of the ratios of the
experimentally obtained values and predictions for fiber-
reinforced LWAC and NWC are 0.95 and 0.13, and 0.95 and
0.09, respectively.
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NOTATION

E. = modulus of elasticity of concrete

ACI Materials Journal/November 2023

E, modulus of elasticity of fiber-reinforced concrete
fo = reference value for compressive strength of concrete (= 10 MPa
[1.45 ksi])
fe = concrete stress corresponding to strain &,
f' = 28-day compressive strength of fiber-reinforced concrete
g = snubbing factor of discontinuous fiber
I. = compressive toughness index of concrete
R*> = determination coefficient
S; = aspect ratio of fiber
Vy; = volumetric fraction of fiber
wy = weight fraction of fiber
Bi = parameter for determining slopes of pre- and post-peak branches

of stress-strain curve
B = reinforcing index of fiber

€ = strain at peak stress

g, = strain at peak stress of fiber-reinforced concrete

€s = strain corresponding to 50% peak stress at descending branch

€s =  strain corresponding to 50% peak stress at descending branch of
stress-strain curve of fiber-reinforced concrete

Yem mean of NRMSEs

Yes =  standard deviation of NRMSEs

Y» = mean of ratios between experimentally obtained and predicted
values

ys = standard deviation of ratios between experimentally obtained
and predicted values

po = reference value for oven-dry density of concrete (= 2300 kg/m?
[143.58 1b/ft3])

p. =  density of concrete

T = interfacial bond strength between fiber and cement matrix
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Field Assessment of Biogenic Acid Attack in Concrete

Structures

by Ali Abu-Yosef, Stalin Armijos-Moya, and Randall Poston

Biogenic sulfuric acid attack (BSA) is a biodegradation mechanism
that causes accelerated deterioration of concrete sewer systems
and wastewater treatment structures. BSA is a multi-stage biolog-
ical process that deposits sulfuric acid over concrete surfaces. Due
to its complex nature, there are no current standards to evaluate the
presence, extent, and severity of BSA in concrete structures during
service.

The authors evaluated the chemical and biological conditions
in an operational digester where BSA activity was suspected. The
evaluation included microbial culture testing, quantitative poly-
merase chain reaction (qPCR) analysis of biofilm samples, pH
measurements, and petrographic assessment of extracted samples.
To evaluate the effect of oxygen on BSA activity, evaluations were
performed in strictly anaerobic and oxygen-rich environments
inside the same digester.

The investigation determined that oxygen injection caused signif-
icant changes in the biological and chemical conditions inside the
digester. The addition of oxygen promoted BSA activity and the
associated production of sulfuric acid, and therefore accelerated
concrete deterioration.

Keywords: anaerobic digester; biogenic sulfuric acid attack (BSA); culture
testing; microbiologically induced concrete corrosion (MICC); petrog-
raphy; pH; quantitative polymerase chain reaction (qQPCR).

INTRODUCTION

Concrete structures used for wastewater storage, treat-
ment, and transportation can experience severe degradation
due to acid-producing biological activity. This deterioration
mechanism is called biogenic sulfuric acid attack (BSA)
or microbiologically induced concrete corrosion (MICC).
Concrete disintegration due to BSA compromises the struc-
tural integrity and reduces the service life of these structures.
Under extreme conditions, the rate of material loss due to
microbial activity can exceed 0.5 in. (12 mm) per year.!? A
1991 Environmental Protection Agency report documented
BSA-induced damage in sewer networks and environmental
structures throughout the United States.> Several failures
of concrete and steel structures have been attributed to
cross-sectional losses due to severe BSA activity.>”

BSA is a multi-phase biochemical mechanism that typi-
cally occurs near the top surfaces of enclosed, wastewater-
containing structures. Figure 1 schematically describes the
BSA mechanism in a concrete digester. The acid formation
due to biological activity occurs in four sequence-critical
phases?68:

1. Naturally occurring, anaerobic sulfate-reducing
bacteria (SRB) consume the sulfate-rich waste material and
produce hydrogen sulfide solution (H»S(q). This process

ACI Materials Journal/November 2023

occurs below the waterline, where anaerobic conditions are
maintained.

2. The flow of the wastewater, and associated turbulence,
inside the structure releases the H,S,q) into the headspace
as hydrogen sulfide gas (H,S(y)). Due to its inert nature, the
released H,S¢,) does not affect the surrounding concrete
surfaces.

3. If oxygen is available in the headspace, sulfur-
oxidizing microorganisms (SOMs) cultivate in the thin mois-
ture film, which typically forms over the concrete surfaces
located above the waterline due to condensation. The SOMs
consume H,S, and produce sulfuric acid (H,SO,4). The
biologically produced (biogenic) acid is deposited directly
on the concrete surface.

4. The deposited sulfuric acid surface dissolves the cement
paste, forming weak and friable gypsum and ettringite
deposits.’

Once the cement paste is dissolved, coarse aggregates are
dislodged and the cross-sectional thickness of the concrete
member is progressively reduced. The severity of BSA dete-
rioration is dependent on: 1) the nutrient (sulfate) concentra-
tions in the wastewater; 2) the oxygen concentration in the
headspace; and 3) the permeability of the concrete material.’

The amount of nutrients available in the organic matter is
highly variable and depends on the source and local condi-
tions. Sulfate-rich waste promotes rapid growth of SRB,
increasing the hydrogen sulfide (H,S) concentration in the
system.’

The presence of oxygen in the system is necessary for
the microbial acid attack mechanism.”!'%!! The air within
the headspace of a sewer pipe creates ideal conditions that
promote the growth of SOM populations and the production
of sulfuric acid. Without oxygen, the SOM cultures become
dormant, restricting the sulfuric acid production and thus
reducing the severity of the ensuing concrete damage.

Field evaluation of BSA activity

Field evaluation of BSA activity in existing concrete
structures is limited to visual assessments and petrographic
evaluation of concrete samples.*!! The petrographic eval-
uations aim to identify the by-products of BSA—namely,
gypsum and ettringite. The severity of the attack is typically
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Fig. I—Schematic showing cross section of typical digester and various elements of BSA mechanism.

estimated by measuring the loss of concrete thickness over
the time that the structure was in service. Because direct
access to operational wastewater facilities is not feasible,
field assessments typically take place after significant BSA
damage has already occurred.

The state-of-practice in field evaluation of BSA-related
damage does not normally lend itself to early detection of
microbial activity. If detected early, measures to control
and limit additional BSA damage can be implemented. This
proactive approach can mitigate the need for costly repairs
or replacements for the severely deteriorated wastewater
systems.

In the oil and gas industry, microbiologically induced
corrosion (MIC) of steel pipelines is a costly problem. MIC
affects steel elements embedded in nutrient-rich environ-
ments.'? Corrosion of steel due to MIC also affects steel
infrastructure and can lead to sudden failures. In the oil and
gas industry, the risk of MIC damage is often evaluated by
monitoring the growth of specific microbial cultures over the
steel surface. For example, the presence of high concentra-
tions of SRB and acid-producing bacteria (APB) over the
exposed steel surfaces can provide an early indication of
potential MIC issues.!>!* The growth and composition of the
microbial cultures can be evaluated by taking small biofilm
samples from the steel surface. The samples can then be
examined using growth mediums or deoxyribonucleic acid
(DNA) analysis.

This study examines the reliability of using testing
methods commonly used to assess MIC in steel pipelines
for the detection of BSA in concrete structures. To this end,
biofilm samples collected from an operating reinforced
concrete digester were examined using artificial growth
media and quantitative polymerase chain reaction (qQPCR).
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The authors verified the BSA activity inside the digester
through petrographic assessment of a concrete sample.
Employing techniques that are widely used in the oil and gas
industry to evaluate the potential for aggressive BSA activity
in environmental structures can facilitate early detection and
allow for timely remediation.

RESEARCH SIGNIFICANCE

In the last few decades, research efforts have focused on
the prevention and protection of concrete structures against
BSA activity.>® Limited research efforts, however, exam-
ined the reliability of field assessment methods for detecting
BSA activity in existing structures. Early detection of BSA
activity allows for the timely and inexpensive implementa-
tion of remediation measures. Field evaluation methods can
also be used to validate the reliability of new BSA preven-
tion methods when applied into existing structures under
typical operating conditions. This study evaluates the reli-
ability of biological assessment methods in detecting active
BSA deterioration in an operational concrete structure.

STRUCTURE DESCRIPTION

This study includes the evaluation of the roof structure in
an anaerobic digester that uses animal manure to produce
methane gas, which is later consumed to produce elec-
tricity. The digester is comprised of cast-in-place reinforced
concrete foundation slab and walls. The roof of the digester
was constructed using 12 in. (300 mm) thick, 36 ft (11 m)
long, prestressed, precast hollow-core panels. The ends of
the roof precast panels were partially filled on site using a
structural grout. Figure 1 shows a simplified cross section of
the digester, and Fig. 2 shows a typical cross section of the
hollow-core precast roof panels.

ACI Materials Journal/November 2023
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Fig. 2—Illustration comparing (a) as-built cross section of precast panels to (b) panel condition after exposure to BSA activity.

Fig. 3—Soffit of precast roof panels with hollow cores exposed due to BSA activity.

Environmental conditions inside digester

The anaerobic digester is partially filled with diluted
animal waste (Fig. 1). The animal waste flows at a slow rate
through the digester chamber. Naturally occurring microbial
cultures inside the digester break down the organic nutri-
ents in the animal waste. To promote microbial activity,
the chamber is kept at 100°F (38°C) and under anaerobic
(oxygen-free) conditions. Anaerobic conditions are condu-
cive to greater microbial activity and more efficient break-
down of the organic waste below the waterline.’

The decomposition of the animal waste produces methane
and hydrogen sulfide (H,S) gases. These gases are primarily
generated below the waterline and move gradually into the
headspace due to the flow of animal waste inside the digester.
The digesters are intended to remain airtight to capture the
methane gas inside the headspace.

Because H,S is a toxic gas, the Environmental Protection
Agency and Occupational Safety and Health Administra-
tion have strict regulations for controlling its concentra-
tion.!* To comply with federal regulations, facility operators
employ different measures to control and stabilize the H,S
levels inside the digesters. Sometimes, oxygen is injected
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into the headspace of the digesters to reduce elevated H,S
concentrations. While oxygen injection into an anaerobic
digester reduces the production efficiency, this mitigation
approach is both economical and effective in controlling H,S
concentrations.

Structural collapse

Less than 10 years after construction, the roof of an anaer-
obic digester partially collapsed. The collapse occurred
during regular operations with no externally applied loading.
Figure 3 shows the condition of the roof structure near the
collapsed area. The hollow-core precast elements exhibited
severe concrete disintegration and significant cross-sectional
losses. The loss of the bottom concrete cover exposed the
previously embedded prestressing strands, resulting in a
complete loss of flexural capacity.

During service, the operator of the collapsed digester
injected oxygen for an extended period before the collapse.
Hence, the operator was interested in evaluating the struc-
tural condition of other similar digester facilities. The
authors understand that oxygen injection was used intermit-
tently at the other similar facilities.
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Fig. 4—Change in hydrogen sulfide concentration inside operating digester after start of oxygen injections.

EXPERIMENTAL STUDY

To evaluate the effect of oxygen injection on the micro-
bial activity and concrete surface conditions, the authors
collected biofilm samples at an operating digester before
and after oxygen injection. The collected biofilm samples
were evaluated using growth culture techniques and qPCR
testing. In addition, the authors measured the chemical prop-
erties of the concrete surface inside the digester before and
after oxygen injection. Finally, concrete samples collected
from the roof of the digester were evaluated petrographically
and using X-ray diffraction (XRD) spectroscopy.

Biofilm sample collection

Biofilm samples were collected from the roof of an oper-
ating digester. The digester remained strictly anaerobic for
60 days before the first group of samples was collected
(anaerobic samples). This first set of samples represents the
baseline condition where the microbial activity is anaerobic.

After collecting the anaerobic biofilm sample, the operator
injected oxygen into the headspace of the digester while moni-
toring the change in the H,S concentrations. After 36 hours
of oxygen injection, the H,S concentrations decreased from
35 ppm to a concentration of less than 2 ppm. Figure 4 plots
the change in H,S concentrations after the start of oxygen
injection. After the H,S concentrations stabilized below the
detection threshold of the H,S monitor, the authors collected
the second set of biofilm samples (aerobic samples).

All biofilm samples were collected from an existing
pipe penetration in the digester’s roof. The penetration was
located approximately 20 ft (6 m) from the oxygen injection
port. To prevent cross contamination, the anaerobic biofilm
samples were collected from the western half of the pipe
penetration and the aerobic samples were collected from
the eastern half of the pipe penetration. After each sample
collection, the operators reinstalled the pipe and hermeti-
cally sealed the pipe penetration.

The collected biofilm samples were used for micro-
bial culture growth testing and preparation of the qPCR
analysis samples. The collected biofilm samples were inoc-
ulated within 5 minutes of collection into the growth culture
solutions or placed into specifically designed preservation
kits for subsequent qPCR testing.
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Culture testing

Microbial culture growth testing is a common technique
used to estimate the populations of specific bacterial cultures
in a particular environment. This standardized test method is
widely used in the oil and gas industry to monitor microbial
activity in steel pipelines. '

The test is performed by placing (inoculating) a
sample of the biofilm in a growth medium. The growth
medium is specifically formulated to promote the growth
of a single bacterial species and inhibit other forms of
growth. Numerous growth media have been commercially
developed to evaluate different types of bacterial cultures
that contribute to corrosion in steel and concrete elements.
If the biofilm sample contains living cultures of the bacterial
species being examined, rapid growth occurs in the medium.
The microbial growth triggers a change in the color or
consistency of the growth medium.

To estimate the bacterial population in a sample, multiple
duplicate vials containing the same growth medium are inoc-
ulated with different concentrations of the original biofilm
sample. The biofilm sample is diluted in a serial manner. At
each dilution step, the concentration of the original bacterial
sample is reduced. The authors performed culture growth
testing for six bacterial populations. The discussion in this
paper, however, is limited to SRB and SOMs.

The inoculated samples are monitored for 14 days to
detect any changes in the color or consistency of the test
media.!3 The concentration of a given bacterial culture is
estimated based on the vial with the lowest concentration
that has changed color after 14 days.

For each exposure condition (before and after oxygen
injection), one of the collected biofilm samples was inocu-
lated in the SRB growth media. For the SRB growth cultures,
four vials were used; hence, the dilution of the samples in the
anaerobic media ranged from 1:10 to 1:100,000. The formu-
lation of the SRB media used in this study complies with the
Modified Postgate’s B formula described in NACE Standard
T™ 194.13

Because SOM populations are critical for BSA attacks
in concrete, six SOM growth media vials were used in this
study (that is, sample dilution ranging between 1:10 and
1:1,000,000). The growth media used to evaluate the SOM
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Fig. 5—Condition of top and bottom flanges of precast roof panel from operating digester. Note that soffit core is significantly
smaller than top flange core, even though both areas originally had same thickness.

populations is a proprietary formula developed by an inde-
pendent company.

gPCR testing

The use of molecular microbiological evaluation tech-
niques to study biological cultures has gained popularity in
forensic assessments of MIC activity in oil pipelines'>!7 and
BSA-induced damage in concrete structures.'® qPCR testing
detects and enumerates the DNA or ribonucleic acid (RNA)
sequences of specific bacterial cultures in a biofilm sample."’
qPCR targets and amplifies specific gene sequences within
a sample. Based on the quantity of the amplified gene after
qPCR processing, the population of the examined bacterial
species in the sample can be estimated. The specific genetic
sequence associated with SOM and SRB populations can be
reliably targeted using qPCR technology.'®1°

Compared to traditional microbial culture growth testing,
gene counting technology (for example, qPCR) provides
rapid and accurate quantification of specific bacterial popu-
lations within a sample.'® Because it relies on the amplifica-
tion of existing gene signatures and not growth over time,
qPCR can detect active and dormant microorganisms within
the evaluated samples. Furthermore, qPCR allows the detec-
tion of bacterial species that may not grow in a standard
growth medium or under normal inoculation conditions (for
example, room temperature).
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In this study, the gPCR method is used to study the change
in SOM and SRB bacterial populations before and after
oxygen injection into the anaerobic digester. The authors
collected three replicate samples for qPCR testing before
oxygen injection. Similarly, three samples were collected
after oxygen injection. After collection, the six samples were
immediately placed in DNA preservation kits. The qPCR
analysis was performed by an independent laboratory. '’

Assessment of surface conditions

A flat-surface pH meter was used to document the change
in concrete surface conditions along the precast panel soffit.
The pH measurements were performed immediately after
biofilm sample collection during the two stages of the inves-
tigation (that is, before and after oxygen injection). The
pH meter was placed at multiple points directly over the
concrete surface. During each collection stage, the recorded
pH values were generally consistent with limited variability.

Petrographic assessment

The investigation included petrographic assessment of
a concrete sample collected from the soffit of the digest-
er’s roof. The authors collected a 3 in. (75 mm) diameter
concrete core sample from a precast roof segment. Figure 5
shows the sample collected and the condition of the top
and bottom flanges of the hollow-core precast panel. The
bottom-flange concrete sample (that is, roof soffit) contained
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a) Anaerobic Samples at 14 Days

b) Aerobic Samples at 14 Days

Fig. 6—Condition of SRB media vials for samples collected before (left) and after (right) oxygen injection. Note that change of

vial solution color to black indicates positive reaction.

a) Anaerobic Samples at 14 Days

b) Aerobic Samples at 14 Days

Fig. 7—Condition of SOM media vials for samples collected before (left) and after (right) oxygen injection. Note that change of
vial solution color from purple to light yellow indicates positive reaction. (Full-color PDF can be accessed at www.concrete.org.)

white friable product that was loosely adhered to sound
concrete substrate. When compared to the top flange sample,
the bottom flange sample, where SBA activity is expected,
experienced a significant loss in thickness.

After extraction, the collected concrete sample was stored
in an airtight package. An independent materials laboratory
performed a petrographic assessment of the soffit sample in
accordance with ASTM C856.%

The authors also collected samples of the friable deposit
observed over the precast panel soffit. The collected deposit
samples were evaluated using XRD. XRD technology is
commonly used for material identification and analysis
of chemical compositions. In this study, XRD is used to
verify the presence of gypsum, a by-product of SBA, in the
collected samples.

EXPERIMENTAL RESULTS
The results of the microbial activity evaluation, material
testing, and petrographic assessments are provided in this
section.

Microbial culture growth results

Figure 6 shows the final condition of the SRB growth
media vials for the samples collected before and after
oxygen injection. All vials of the anaerobic sample indicated
a positive response by changing their color from transparent
to black. In contrast, only three of the four vials inoculated
with the aerobic sample indicated a positive response.

Figure 7 shows the final condition of the SOM growth
media vials for the samples collected before and after
oxygen injection. Color change of the vial solution from
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Table 1—Estimated SRB and SOM populations
based on growth culture testing results

Anaerobic biofilm samples,
viable cells/mL

Aerobic biofilm samples,
viable cells/mL

SRB >4,000,000
SOM No growth detected 66,000

400,000

purple to light yellow indicates a positive reaction. None of
the vials containing the anaerobic sample indicated a posi-
tive response. This suggests that prior to oxygen injection,
the viable SOM population was below the detectable limit
of the culture growth testing method. In contrast, for the
sample collected after oxygen injection, four of the six SOM
vials indicated a positive reaction.

The concentration of the bacterial populations was esti-
mated based on the guidelines provided by NACE Stan-
dard TM 194.'3 Table 1 summarizes the estimates for the
SRB and SOM populations in the biofilm samples collected
before and after oxygen injection. It should be noted that
growth culture testing can only detect viable bacterial cells,
which can consume the specific nutrients included in the
growth media.

The results of the culture testing show oxygen injection
caused a significant change in the SRB and SOM popula-
tions (Table 1). Before oxygen injection, when the digester
was strictly anaerobic, the SRB population count was greater
than 4 million viable cells/mL, which is the maximum
detectable concentration using the test media. After oxygen
was injected into the digester, the population of viable
SRB cultures dropped by at least 10 times. Because SRB
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Fig. 8—SOM concentrations measured using gPCR for two
sets of samples collected before and after oxygen injection.

are anaerobic species that thrive in oxygen-free conditions,
the reduction in SRB population after oxygen exposure is
expected. !

It should be noted that SRB results are only representative
of the conditions in the soffit of the digester’s roof (that is,
within the headspace). The SRB populations at the bottom
of the digester, however, are marginally affected by oxygen
injection into the headspace. This is because the concentra-
tion of oxygen that can diffuse through multiple feet (meters)
of wastewater is limited. Hence, during oxygen injection, the
SRB populations attached to the concrete in the digester’s
headspace are expected to decrease, while the SRB popu-
lations located below the waterline are not affected by the
oxygen addition to the headspace.

As shown in Table 1, oxygen injection promoted the
growth of SOM cultures. For the anaerobic samples, none
of the vials had a positive reaction. This suggests that the
concentration of viable SOM before oxygen injection was
below the detection threshold. Because SOMs are aerobic
microorganisms, the presence of oxygen is critical for their
viability.” Hence, the lack of growth in the media samples
collected when the digester was under anaerobic conditions
is a reasonable result. The samples collected after limited
oxygen exposure (that is, aerobic samples) showed positive
reactions in four of the six SOM media vials. Based on the
culture testing results, injecting oxygen for 48 hours resulted
in conditions that promoted the growth of SOM populations.

gPCR analysis results

An independent laboratory performed the qPCR DNA
analysis for the six biofilm samples that were collected from
the digester. Samples A-1, A-2, and A-3 are three identical
samples that were collected before oxygen injection (anaer-
obic samples). Samples B-1, B-2, and B-3 were all collected
after oxygen injection (aerobic samples). qPCR analyses
that target SOM populations were performed on all collected
samples. SRB populations were only analyzed in one of the
samples collected before oxygen injection (A-1) and one of
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Fig. 9—SRB concentrations measured using gPCR for two
samples. One sample was collected before (A-1) and second
sample was collected after (B-1) oxygen injection.

the samples collected after oxygen injection (B-1). Figures 8
and 9 show the qPCR analysis results for the SOM and SRB
populations, respectively.

Like the culture growth testing results, the gqPCR
analysis demonstrates a change in bacterial culture composi-
tion due to oxygen injection. The SRB populations decreased
after oxygen injection. In contrast, the SOM concentrations
increased after oxygen injection. The increase in SOM popu-
lations was evident in all three duplicate samples. While
the measured SOM concentrations in each of the samples
varied, the overall trend appears to confirm the increase in
SOM populations after oxygen injection.

Culture testing using growth media only accounts for
active bacteria that consume a specific nutrient combina-
tion. In contrast, the population measured using qPCR tech-
nology include all viable species in the evaluated sample.
Because qPCR traces the DNA signatures, the activity level
in the biofilm sample does not affect the results. Hence,
direct comparison between the numeric values of the qPCR
concentrations and those estimated using culture testing is
not meaningful. However, the results from both test methods
can be used to evaluate the overall trends and changes in
sample composition after oxygen injection.

Surface conditions testing results

Multiple surface pH measurements were performed on the
soffit of the digester’s roof before and after oxygen injec-
tion. Before oxygen injection, the surface pH was approxi-
mately 6.4. The surface pH decreased to 4.3 after 48 hours
of oxygen injection, indicating that the surface became more
acidic.

The authors also measured the pH of biofilm samples
using pH test strips. The pH values obtained from the swab
samples were similar to those measured at the surface using
a pH meter. The samples collected before oxygen injection
exhibited a pH of 6.5 and those collected after oxygen injec-
tion had a pH of 4.0.
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Fig. 10—Photograph of outer layer of concrete sample showing gypsum deposits over original concrete.

Petrographic evaluation findings

The petrographic assessment determined that the precast
panels were cast using good-quality concrete material. The
original concrete exhibited a moderately low water-cement
ratio ranging between 0.37 and 0.42. The concrete was a
portland cement mixture and did not contain supplementary
cementitious materials. The coarse aggregates were well-
graded and comprised naturally occurring gravel. The fine
aggregates were primarily natural sand.

The petrographic analysis confirmed that the observed
disintegration in the outer layer of the sample was the result
of acid attack. The paste and aggregate material located
within the outer 5/8 in. (16 mm) of the concrete sample was
in poor condition and appeared to be compromised by acid
exposure (Fig. 10).

XRD testing confirmed that the friable white yellowish
product observed in the sample was gypsum and ettringite
(Fig. 11). The expansive gypsum material caused microc-
racking at the interface between the disintegrated concrete
material and the original concrete substrate. The micro-
cracking extended through some of the fine aggregates
located either within the disintegrated layer or near the inter-
face zone. Figure 10 is a photograph of the outer layer of the
concrete sample showing the gypsum deposits over the orig-
inal concrete substrate. Fine parallel microcracks were also
observed within the gypsum layer (white yellowish deposit).
Distress of aggregates in the disintegrated layer can also be
seen.

The gypsum layer was fully carbonated and exhibited a
pH of less than 9.0 (the threshold pH value for phenolphtha-
lein). In contrast, the maximum carbonation depth in the
original concrete substrate was less than 0.1 in. (2 mm). The
rapid rate of carbonation at the outer layer is likely the result
of exposure to sulfuric acid produced by the BSA activity.
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DISCUSSION

The microbial and material testing performed in this
study demonstrated that oxygen injection caused significant
changes in the environment surrounding the interior surfaces
of the digester roof. After oxygen injection, the composition
of the biofilm populations substantially changed, leading
to a change in the chemical characteristics of the concrete
surface. Based on the testing performed, oxygen injection
for only 48 hours produced the following changes in the
soffit of the elevated roof panels:

*  Reduced the population and activity of the anaerobic
SRB populations, as confirmed by growth culture
testing and qPCR gene analysis;

*  Promoted the growth of the acid-producing and aerobic
SOM populations, as confirmed by growth culture
testing and qPCR gene analysis; and

*  Reduced the surface pH of the roof soffit, creating a
highly acidic exposure condition.

Before oxygen injection, the environment inside the
digester was virtually anaerobic. Under anaerobic conditions,
SRB cultures were active and present at high concentrations.
SRB cultures consume sulfate and produce hydrogen sulfide
gas, a weak acid. Concrete exposed to hydrogen sulfide gas
does not experience acid-induced disintegration. The limited
effect of the weak hydrogen sulfide acid on the environment
within the headspace was confirmed by the surface pH
measurements performed before oxygen injection. Before
oxygen injection, the roof soffit exhibited a relatively neutral
pH that was greater than 6.4. At this pH level, concrete
remains intact and does not disintegrate.®

Based on the microbial testing results, conditions inside
the digester before oxygen injection were not suitable for
the growth and activity of the acid-producing SOM cultures.
Viable SOM populations were virtually nonexistent before
oxygen was injected into the digester. SOM concentrations
were only detected after acrobic conditions were established
through oxygen injection. The substantial increase in SOM
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Fig. 11—XRD pattern of sofi, friable product observed in disintegrated concrete samples. Peaks coincide with signature gypsum
and quartz signals. Quartz likely present in fine aggregate material.

populations after oxygen injection was confirmed by the
results of growth culture testing and genetic qPCR analysis.
Because SOMs oxidize hydrogen sulfide to produce sulfuric
acid, the growth of SOM cultures corresponded with a reduc-
tion in the hydrogen sulfide concentrations in the digester’s
headspace (Fig. 1). Production of highly acidic sulfuric acid
was confirmed by the reduction of the pH levels in the roof
soffit and the biofilm samples. After oxygen injection, the
pH of the elevated roof soffits decreased from a relatively
neutral pH of 6.4 to an acidic pH of 4.0.

The biologically produced acid caused substantial damage
to the exposed concrete in the digester headspace. The acid
exposure disintegrated the cementitious paste, producing
gypsum and ettringite. The petrographic assessment and
XRD testing results confirmed the presence of friable,
expansive gypsum deposits. The expansive gypsum progres-
sively diffused into the concrete, causing microcracking in
the cement paste and the fine aggregates.

CONCLUSIONS

The study examined the change in bacteria populations
and surface characteristics before and after oxygen was
injected into an operating concrete digester. The testing
program included the evaluation of biofilm samples using: 1)
the microbial growth culture technique described in NACE
Standard TM 194; and 2) gene counting using quantitative
polymerase chain reaction (qPCR) technology. The assess-
ment also evaluated the changes in the pH of the concrete
surface due to oxygen injection.

The testing indicated that oxygen injection caused signif-
icant changes in the biological and chemical conditions
inside the digester. The investigation results indicate that
oxygen injection created conditions that were conducive to
biogenic sulfuric acid attacks. The study also demonstrated
that microbial growth cultures and qPCR technology can
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be used to detect and identify biogenic sulfuric acid attack
(BSA) in concrete structures.
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Family of Thermal Nomograms for Mass Concrete
by J. Brown, L. E. Al-Hasani, J. Park, K. E. Kurtis, R. Gentry, and Y. K. Cho

Thermal management of mass concrete can adversely impact a
project’s cost and schedule, both during planning and in execu-
tion. Nomograms are presented as aids to quickly identifying and
making tradeoffs among promising thermal management options.
First, the temperature of fresh concrete and a worst-case adia-
batic temperature estimate is provided by a nomogram based on
simple physical models. A subsequent nomogram accounts for the
impact of size, shape, and environment and is based on a surro-
gate model generated from many three-dimensional (3-D) finite
element simulations without postcooling. Finally, nomograms for
postcooling are given, similarly founded on finite element-derived
surrogate models, for two classes of cooling pipe layouts. The use
of these nomograms, with an awareness of their estimated error,
is discussed for the initial development of mass concrete thermal
management plans.

Keywords: mass concrete; nomograms; thermal management.

INTRODUCTION

The exothermic cement hydration reaction necessarily
results in a temperature increase in concrete. With typical
cements and initial conditions in large volumes, tempera-
tures can rise to the point that, along with accompanying
temperature gradients, thermally induced volume changes
and stresses can cause cracking. High temperatures can
also lead to delayed ettringite formation, resulting in
cracking.!”* Volumes of sufficient size—in conjunction
with concrete properties, boundary conditions, and initial
conditions to make thermal behavior a concern—are termed
mass concrete.*

Mass concrete temperatures may be mitigated by cooling
prior to emplacement (precooling) and fluid circulation
through pipes embedded in the concrete after emplacement
(postcooling). Thermal gradients can be mitigated directly
with insulation’ or indirectly by precooling and/or post-
cooling. Precooling slows the exothermic hydration reaction,
granting time for heat transfer within the concrete to weaken
temperature gradients. The judicious placement of pipes
and choice of piping material allows postcooling to lower
temperatures in core regions, decreasing spatial differences.

The methods chosen to control temperatures in mass
concrete can have significant project cost and schedule impli-
cations. The many parameters that bear on thermal manage-
ment decision-making—for example, precooling and/or
postcooling, cooling water temperatures, pipe spacing, cost
factors, and so on—Ilead to a large tradeoff space. Traversing
this space to find acceptable solutions can be time-consuming
and repetitive. Herein, simple models are developed that
encapsulate many mass concrete situations, permit rapid
intial exploration of mass concrete thermal management
plans, and can be represented in the enduring and easy-
to-use form of nomograms.
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As expedient, visual, purpose-built computers embodying
closed-form mathematical equations, nomograms have a
long history, dating back centuries to when computations
were laborious. Nomograms have a deep legacy in civil
engineering, including as aids in the design and construction
of the French rail network.®® With the advent of rapid and
powerful electronic computers, their use has waned, although
they are still used today in clinical medical settings® as well
as in engineering. Nevertheless, one may ask: Why use
nomograms when rapid computation is cheap and abundant
with today’s general-purpose digital computers? The present
response is that nomograms do more than compute point
solutions; they represent all solutions simultaneously and
visually depict the nature of the relations between variables.
In conjunction with the human visual system, this allows
rapid exploration of the parameter space and assessment of
tradeoffs, so that promising (and unpromising) options can
be identified. Furthermore, nomograms resist obsolescence
because they are not tied to a programming language or
particular computing technology.

ACI 207.2R-072 contains many charts that can be consid-
ered basic nomograms, as well as three sophisticated,
bonafide nomograms depicting quantitative relationships
between variables in postcooling. The 13th edition of the
Portland Cement Association’s (PCA’s) Design and Control
of Concrete Mixtures'® also contains basic nomograms for
the temperature of freshly mixed concrete and surface mois-
ture evaporation rate, among others. Silva and Smilauer'!
presented a nomogram for the maximum temperature of
concrete as a function of binder content, percentage of supple-
mentary cementitious materials (SCMs), concrete thickness,
and initial and ambient temperatures. Their method was to
run many one-dimensional (1-D) finite element analysis
(FEA) simulations and regress linear models on the resulting
data, thereby encapsulating the salient results of the simu-
lations and creating a closed-form surrogate model of their
simulations that can be represented in nomographic form.
Nguyen et al.!? also use this surrogate model approach to
create a nomogram for maximum temperatures in cubes as a
function of cement content and initial temperature.

RESEARCH SIGNIFICANCE
Surrogate models, represented as nomograms, for
predicting maximum concrete temperature with and without
postcooling are developed from detailed simulations of
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“primary” physics models. The surrogate models and nomo-
grams herein account for three-dimensional (3-D) geom-
etry in contrast to Silva and Smilauer,'" are not limited to
cubes in contrast to Nguyen et al.,'? and apply to postcooling
in contrast to both. These nomograms are packaged with
(in-sample) error estimates, and their predictive value and
applicability are assessed. Additionally, the applicability of
a simplified primary model and its surrogate for postcooling
are analyzed. These nomograms facilitate assessment of
thermal management plans.

METHODS

This paper presents a set of nomograms for concrete
temperature to aid in developing mass concrete thermal
management plans. The particular cases cover:

1. Maximum temperature of concrete without postcooling
during hydration for nonadiabatic conditions given initial
temperature, size of the emplacement as parameterized by
volume and surface area, and ambient conditions; and

2. Maximum temperature of postcooled concrete during
hydration given initial temperature, cooling water tempera-
ture, and pipe size.

Both cases use numerical simulations and regression to
derive closed-form surrogate models representable as nomo-
grams, similar to Silva and Smilauer'' and Nguyen et al.'?
However, the nomograms presented herein are limited to
a particular concrete mixture. These two cases also inform
decisions regarding precooling in addition to aiding in the
decision whether or not to postcool; if the decision is made
to postcool, the nomograms help choose pipe size, piping
layout, and cooling water temperature. For the second (post-
cooling) case, each nomogram is limited to pipes of one
material (for example, cross-linked polyethylene [PEX]
pipe) and one concrete mixture. However, the method
presented can easily be applied to other mixtures and pipes.

Two concrete mixtures were used in this work and are
described, along with notation and other parameter values,
in Appendix A; for brevity, the admixtures are not detailed
herein. The reason for the two concretes is that isothermal
calorimetry was conducted for the cement in Concrete B to
improve the hydration reaction’s modeling. Further details
on this point are given in the relevant sections that follow.

All nomograms were made using the open-source Python
package PyNomo. '3

Temperature data from two real-world concrete emplace-
ments located outside of Atlanta, GA, were used for compar-
ison purposes as described in the following sections. Briefly,
these emplacements were:

1. A 5.6 m wide x 3.7 m deep x 1.4 m high footing for an
abutment wall. This was not postcooled. This emplacement
is referred to as “the footing.”

2. A 1.83 m wide x 18.3 m deep x 6.1 m high abutment
wall. This was postcooled using PEX piping arranged in a
0.31 x 0.610 m pipe array with chilled water. This is referred
to as “the wall” or “the abutment wall.”

Both emplacements used Concrete B, although with
different admixtures.
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General considerations

Cases 2 and 3 involve transient, multidimensional heat
transfer with a nonlinear term modeling hydration. As
such, closed-form exact solutions of the governing (partial
differential) equations do not exist. Herein, as with Silva
and Smilauer'’ and Nguyen et al.,'? a surrogate modeling
approach is used in which results from many numerical
simulations are regressed to define a closed-form equation
that encapsulates those simulation results. This regressed
equation is then converted into nomogram form.

The heat diffusion equation gives the governing equation
for the temperature of the concrete with a source term for
cement hydration

oT.
pcccﬁ = Kcvz TL + égen (])

Herein, p. is the density of the concrete; c. is the specific
heat of the concrete; 7. is concrete temperature as a func-
tion of space and time ¢; k. is the thermal conductivity of
the concrete; and é,., is a source term for the thermal
power generated by hydration in, for example, W/m?. For
Concrete A, &, is modeled using the Arrhenius-based three-
parameter maturity model

. do.
egen = HumcmE:

where all temperatures are absolute thermodynamic
temperatures; H, is the ultimate energy released by hydration
of cement(itious) materials at 100% hydration; m,,, is the
mass of cementitious material per unit volume of concrete
(sometimes also denoted C,); o = a(t,) is the time-varying
degree of hydration; E, is the apparent activation energy; R
is the universal gas constant; 7, is a reference temperature
(herein taken to be 294.25 K = 21.1°C); 1 is a time param-
eter encoding a delay in onset of hydration after mixing; f
is a shape parameter encoding rate of hydration; and ¢, is the

equivalent age given by
1
] e

(€)

|—

‘ E, : E,
te = Lzoexp<—R [—} ——%])dt = %exp(—R[
r c =

~

where At is the simulation timestep. Empirical relations for
the parameters H,, E,, a,, T, and B can be found in Riding
etal.!®!3

For Concrete B, é,,, is modeled from calorimetry. Specif-
ically, the work of Xu et al.'® is drawn upon and isothermal
cement calorimetry data is used to simulate the adiabatic
temperature history 7;., of hydrating concrete.!” Such simu-
lated adiabatic temperature rise is then used to find the
parameters of the ¢, model of Cervera et al.'® by regres-
sion. This model for é,., is derived by thermodynamic
reasoning, starting with the assumption that diffusion is the
primary physical mechanism in cement hydration. Despite

ACI Materials Journal/November 2023



recent research casting doubt on this underlying assump-
tion,'® the current study nevertheless uses Cervera’s model
as it permits an easily constructed model of hydration from
isothermal calorimetry that represents hydration more accu-
rately than the three-parameter model using the relations of
Riding et al.!*! for this cement. In doing this, this model is
not considered to be a true representation of the underlying
physics and chemistry, but employs it as a curve fit to data
that yields a computationally convenient calculation recipe.

The Cervera model begins similar to other models,
relating the rate of energy generation to the rate of change
of the degree of hydration, but rather than use the equivalent
age t,, an Arrhenius-type relation models rate of change of a
with real-time ¢

E,
égen = I—Iu mcm% = HumcmA(a: ZL) : exp(_R—;‘c) (4)

where 4(a,?) is a normalized affinity, which can be expressed
in terms of the adiabatic concrete temperature history 7., as

o, aTc,a Ea
A = AT 5 'eXp<RTM> ®)

The affinity A can also be modeled with polynomials
of varying degree.'®22! Herein, the polynomial used by
Cervera et al. is used

A@ = g2t oy@, ~ o exp(—yig)  (6)

where - are material properties experimentally determin-
able by regressing Eq. (5) and (6) together on adiabatic
temperature histories and initial concrete temperatures 7.
Herein, y+ of the form is taken

W =v10T7e + v Tic 112

Tf,c - Ti,c,min
V2 =720008(Yan - \ 7= ) 22| T Y23 (N
V3 =v30T%+ v Tic +¥32

where T; . is the initial concrete temperature upon placement;
and 7} i, and T; . 4 are the minimum and maximum initial
temperatures used in the set of adiabatic temperature rise
simulations (7., as simulated from isothermal calorimetry)
used for regression. The ultimate product of these regres-
sions is values for the parameters y+. Equations (4) through
(7) thus constitute a complete experimentally derived model
for é,., as a function of initial concrete temperature.
Appendix B provides validation of these two é,4., models.

Case 1: no postcooling

For emplacements that are not postcooled, a series of 3-D
finite element simulations were run on cuboids of varying
sizes and shapes, initial temperatures, and ambient tempera-
tures. The governing equation is Eq. (1) in Cartesian coordi-
nates where, for this case, the hydration term é,,, is modeled
using the three-parameter model of Eq. (2) and (3) with the
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parameters computed with the relations of Riding et al.!®!3
for Concrete A.

The boundary condition on the bottom surface (x,y,z = 0)
is conservatively taken to be adiabatic, while the boundary
conditions on all other surfaces were modeled with a
convection-type condition, where the convection coefficient
incorporates the influence of formwork as necessary and
under the assumption that formwork thermal mass is negli-
gible compared to concrete thermal mass. Solar radiation
was not modeled.

Simulations were conducted using the open-source
finite-element platform FEniCS,?>?*  version 2019.1.0.
Thirty cuboids between 0.2 and 15.3 m?* (0.3 and 20 yd?)
were simulated at each of the 17 combinations of initial and
ambient conditions spanning 4.4 to 32.2°C for a total of 510
simulations, each run to model 96 hours = 4 days of curing.
To save computational time, symmetry was used to limit the
domain of each simulation and was one-quarter of a cuboid
with symmetry conditions applied at each subdividing
plane. In all cases, the convection coefficient was taken to
be 2.8 W/(m?K) for the sides (incorporating formwork) and
23 W/(m?K) for the top surface (no formwork).

For each simulation, the maximum concrete tempera-
ture at any time and any location 7, . in the simulated
domain was found. To relate this maximum temperature to
the parameters and ensure dimensional consistency, scaling
arguments?*?> were used to postulate the following relation

Tmaxc A3 EC AAT[I C3 g
,=G<61 T, Tic g CP> ®

T 2T AT, 2
in which ¥ is the cuboid volume; and g4 is the area of the
sides and top of the cuboid, from which heat transfer ¢ may
occur between concrete surfaces and the surroundings. The
function G is an unknown but assumed, somewhat arbi-
trarily, to be of the multiplicative form, the log-transformed
version of which

Tmax,c (]A3 TOO
log T =log(a) + b - log T +c-log<T‘.)

Tic gAAT, clp?
+d - log AT, +f- log Tz

C

)

was regressed on simulation data using the Python package
statsmodels?® to determine the constants {a,b,c.df}. In
dimensional form, Eq. (9) can be rewritten

T;nax,c = Cl ‘ Ttgc ‘ th : Vj : Tolé (10)

in which C, = acl -k} - p2 - AT{ is a constant for a given
concrete and the exponents{a,g,h,j.k,m,np,q} are simple
functions of the exponents and coefficients in Eq. (8) and (9).
Equation (10) is a surrogate model: an encapsulation of the
simulations on which it is regressed and may be converted
into nomogram form.

83



Case 2: postcooling

Two different postcooling situations were modeled: a
single cylinder of concrete with a cooling pipe along its
axis, and a 3-D array of pipes of varying arrangements. In
both situations, the hydration term é,,, is modeled following
Cervera et al.'® through Eq. (4) through (7) for Concrete
B. Flow rates were all taken to be such that flows are fully
turbulent.

The single-cylinder simulations used a dimensional form
ofthe model of Myers et al.?’ that describes concrete tempera-
tures in the radial direction and water temperatures along
the axial pipe. In this model, the heat transfer in the axial
direction of the concrete is shown to be negligible, so the
governing Eq. (1) in cylindrical coordinates becomes 1-D.
The outer surfaces of the concrete—that is, the cylindrical
surface at the maximum radius and the capping doughnut
surfaces at the top and bottom of the cylinder—are adiabatic.

Similar to the modeling of the formwork in Case 1, the
pipe wall is not modeled explicitly (that is, temperatures
within the pipe wall are not simulated), and the impact of
pipe geometry and material is incorporated into the boundary
condition for the concrete at » = r,, the outer radius of the
pipe/inner radius of the (hollow) concrete cylinder

oT.
KCW‘I:}’” = H(Tclr:r],_Tw) (11)
where T, is the water temperature; and H is a heat transfer
coefficient that encapsulates conduction through the pipe
wall and fully developed turbulent convection between the
inner pipe surface and the flowing water

In(r,/rp) B
1 i 1
o = rp( {;p LA > (12)

hyrpi

where 7, is the inner radius of the pipe; «, is the thermal
conductivity of the pipe material; and 4, is the convection
coefficient within the pipe as computed using the Darcy fric-
tion factor and the Gnielinski correlation.?-3

The temperature of the water is modeled by

Vv oT. _ _2H (
TE—I"}% oz n PwCwlp TC|’:rz’_ TW) (13)

where V is the water volume flow rate; and p,, and c,, are
the density and specific heat of water, respectively. The
boundary condition is T;,, = T,(z = 0,f), where T.,, is the
water temperature at the entrance of the pipe. Note that
the governing equations for this case are both 1-D but in
different directions; this model is referred to as being
quasi-one-dimensional.

This model was implemented in the open-source spectral
method solution package Dedalus’' due to the ease with
which the equation for the concrete can be solved with spec-
tral methods nearly simultaneously with Eq. (13) for the
water, which is solved using an explicit Euler scheme at each
time step.

Despite the limitations of this model (no connection to
the surrounding environment, only one pipe) its relatively
simple nature and computational efficiency compared to
a full 3-D simulation with an array of pipes facilitates the
exploration of the parameter space, which is larger for post-
cooling that for the case without postcooling (additional
parameters include, for example, pipe sizes and lengths,
concrete cylinder radii, water flow rates, and inlet tempera-
tures in addition to initial concrete temperature). To enable
efficient coverage of this parameter space, the Python
package scikit-optimize was used to select samples by Latin
hypercube sampling (LHS)??3? given the static choice of
Concrete B and PEX tubing. In total, 2700 distinct simu-
lations were run, and as with the no-postcooling case, the
maximum concrete temperature at any place and time 7,4
was found and stored for each simulation.

An additional caveat with this quasi-one-dimensional
model is that it likely informs only situations in which pipes
are tightly packed so that the adiabatic boundary condition
on the outer surface of the cylinder can be approximated. It is
postulated that hexagonal packing—refer to Fig. 1(a) for an
example—may be informed by this model, something that
will be discussed in the “Results” section. Note that the red
circle in this figure, and the similar figures to follow, depicts
an “effective thermal spacing” hypothesized to indicate the
locus of maximum temperature and to serve as the appro-
priate spacing metric to use in these nomograms (please
refer to www.concrete.org for full-color version of figures).

For square and rectangular packing, 3-D simulations were
run varying nominal pipe sizes, spacing between pipes,
flow rates, water inlet temperatures, and initial tempera-
tures for cuboids of sufficient size that the surroundings do

a: Hexagonal packing

b: Square packing

c¢: Rectangular packing

Fig. [—Three types of pipe packing. Small solid circles represent pipes. Gray circles centered on pipes represent minimum
physical spacing, whereas red circle is postulated “effective thermal spacing.”
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not influence maximum temperatures 7, .. Symmetry was
used to limit the computational domain to the square or rect-
angular volume around the pipe with symmetry boundary
conditions applied. In total, 328 distinct 3-D simulations
were run—a smaller number than previously due to the
smaller effective parameter space revealed by the quasi-one-
dimensional simulations. The maximum concrete tempera-
ture at any place and time 7)., as well as the maximum
temperature at the deepest point of the cuboid (chosen
because it was guaranteed to be far from piping, which
for some cases with smaller pipes led to isolated elements
of low quality; in practice, the difference between these
temperatures was negligible), was found and stored for each
simulation.

Appendix B also provides comparisions between simula-
tions using the quasi-one-dimensional Myers model and 3-D
postcooling models against an exact solution.

As with the no-postcooling case, dimensional analysis
was used to find dimensionless groupings of the important
parameters. In this case

Tmax Ti,c Te,w r[%CCATa VC;CL.AT“
AT, ~ K<ATa’ATa’ V2 (14)

where v, = k./(p.c.) is the thermal diffusivity of the concrete.
As before, the function K was assumed to be multiplicative
in its inputs 7; /AT, and so on. This function K was log-
transformed to allow multi-linear regression on the simu-
lation results, thus yielding the parameters for a surrogate
model. In dimensional form, this surrogate model is

Tmax,c = C2 TP’Q‘;TWUJ”S) (15)

where C, = Bc®VEAT? is a constant for a given concrete; B
serves the same role as a in Eq. (9); and all Greek letters are
determined by the regression.

RESULTS
No postcooling

Regressions were carried out on simulation data for the
cuboids shown in Fig. 2, each of which has a volume to
heat transfer area ratio /g4 > 0.305 m (smaller V/gA ratios,
which may not qualify as mass concrete, led to poor-quality
regressions). For this condition, Fig. 3 depicts the error
between the surrogate model maximum temperature predic-
tions given by the surrogate model—Eq. (10)—and the finite
element simulations corresponding to each surrogate model
prediction. The median error is 0.311°C and the first and
third quartiles are —1.35 and 1.14°C; thus, roughly 50% of
the errors are under 4/3°C.

Equation (10) after regression is depicted nomograph-
ically in Fig. 4. Users are thus aware of the approximate
nature of this nomogram and can use it to account for the
risk due to inaccuracy; the errors depicted in the histogram
of Fig. 3 are represented as a quartile box-plot-type feature
in the space between the maximum temperature axis and the
gridded field under it: the outer dots depict the minimum
and maximum errors and the whiskers depict the range
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Fig. 2—Case 1 cuboids used for regressions.
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Fig. 3—Histogram of error between no-postcooling surro-
gate model and simulation results used to generate surro-
gate model (that is, this is an in-sample comparison).

between the 25th and 75th percentiles. Here, the solid cyan
isopleth depicts an out-of-sample use of the nomogram: the
previously described real-world abutment wall, herein using
Concrete A instead of Concrete B and simulated as if it were
not postcooled; the upward-pointing arrow in the quartile
plot shows the maximum temperature of this wall from such
a simulation. The nomogram gives a maximum tempera-
ture of 83°C, whereas the finite-element simulation gives
82°C—an overestimation of 1°C or a percent error of 1%.

Postcooling

Given that the surrogate model for postcooling, Eq. (5),
is of the same form as the surrogate model for the
no-postcooling case, the nomograms for postcooling are
likewise of the same form. Here, nomograms for the hex
packing and rectangular packing configurations are given
along with the examination of the use of the “physical
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Fig. 4—No postcooling nomogram. Isopleth is out-of-sample calculation representing real-world mass concrete wall (1.83 m

wide x 18.3 m deep x 6.1 m high).

spacing” and “effective thermal spacing” as depicted by the
black and red circles, respectively, in Fig. 1(a) through (c).
The effective thermal spacing is postulated to best repre-
sent the adiabatic conditions in the model used for hexag-
onal packing as it intersects the point equidistant from three
neighboring cooling pipes. Similar considerations suggest
this is the case for square or rectangular packing as well.

For brevity, figures showing errors analogous to Fig. 4
are omitted and refer readers to the quartile plots in the
nomograms.

Figure 5 shows a nomogram founded on the quasi-one-
dimensional model of Myers et al.,?” postulated to be appro-
priate for hexagonal packing. The dashed and solid green
isopleths depict the physical and effective thermal spacing;
the green arrow is the solution of a 3-D finite-element simu-
lation of hexagonal packing corresponding to this example.
Differences between the nomogram computation and
finite-element simulation are 2°C in both cases; rounding to
the nearest place, the error is 4% for both.

Hex packing is the most efficient space-filling arrange-
ment, but it may be difficult to implement in practice. The
authors postulate that only the effective pipe-to-pipe spacing
should be used for square or rectangular packing. This effec-
tive spacing is simply the diagonal distance between pipes
for such packing arrangements. Figure 6 shows a nomo-
gram based on the Myers model with isopleths for square
and rectangular piping arrangements. The green isopleth is
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for square packing with 0.31 m pipe-to-pipe spacing; the
green arrow is the 3-D finite-element simulation result for
this arrangement, which is considered the true result. The
red isopleth is for a 0.31 x 0.610 m pipe array, with the red
arrow depicting the corresponding 3-D finite-element simu-
lation “true” result. In both cases, the nomogram substan-
tially overestimates the maximum temperature. With square
packing, the nomogram (green isopleth) gives a maximum
temperature of just under 47°C, whereas the 3-D simulation
(green arrow) yielded approximately 38°C—a difference of
approximately 9°C. For rectangular spacing, the difference
between red isopleth (nomogram calculation) and red arrow
(3-D simulation) is roughly 5°C. This motivates the need for
a separate set of nomograms for such piping arrangements.

Figure 7 depicts a nomogram for square or rectangular
packing, trained using 3-D simulations of such arrange-
ments, with an out-of-sample comparison between a nomo-
gram calculation and the real-world abutment wall as post-
cooled. In this case:
*  Initial temperature of 21°C;

Effective spacing for a 0.31 x 0.610 m pipe array being

0.68 m;

Chilled water temperature of 7.2°C; and

19 mm PEX tubing.
The maximum monitored temperature was 54.2°C.
Figure 7 depicts this comparison.

ACI Materials Journal/November 2023



0 o ‘streredussy (yussond) e

Maximum temperaturs, °C

EEEERPESSEEEEEEPR R
roaoweoo R RRERENEEEEBBEERES

LLLLLELLLLLLELLLLLELLL]

o
2 =]

1

B G
AN et S

Fig. 5—Postcooling nomogram from Myers model, postulated for hex packing, using physical spacing with out-of-sample hex
packing comparison. Green arrow indicates 3-D finite-element simulation result corresponding to isopleth. (Note: Full-color

PDF can be accessed at www.concrete.org.)

Here, the nomogram gives a peak temperature of approx-
imately 50°C—an underestimate of 4.2°C and an error of
just under 8%.

Summary

Table 1 summarizes the data depicted in Fig. 4 through
7 using more precise values calculated from the underlying
surrogate models. For Fig. 4 through 6, the “true” values of
T axc are taken to be out-of-sample 3-D finite-element simu-
lations. In the no-postcooling case of Fig. 4, this simulation
is of the abutment wall (but not postcooled), an emplace-
ment one order of magnitude larger than the largest in the
training set shown in Fig. 2 (204 versus 15.3 m®). The 1.3%
error in this case suggests that a relatively small training set
of the sizes used (Fig. 2) may provide sufficient information
for a surrogate model to handle such large extrapolations;
testing this conjecture this is a topic of ongoing work.

Figures 5 and 6 were trained on the quasi-one-dimensional
Myers model, while the “true” values of 7, . were taken
from 3-D finite-element simulations. The percent errors of
—3.5 and 3.7% for using physical (pipe-to-pipe) or effective
spacing (Fig. 5) indicates the Myers model works well for
hexagonal packing, whereas the 48.0, 23.2, and 10.8% errors
(Fig. 6) suggest distrust or at best caution for square or rect-
angular spacing.
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Figure 7 was trained on 3-D finite-element simulations,
and the true value of 7, is from real-world monitored data
of the actual, postcooled abutment wall during hydration.
The error in this case is 7.4%, approaching the conventional
sufficient engineering accuracy value of 5%.

DISCUSSION AND CONCLUSIONS
The nomograms presented herein are intended to support a
variety of decisions on the thermal aspects of mass concrete.
When considered with the maximum possible (adiabatic)
temperature of a given emplacement calculated, say, using

Lmaxa = Tie T AT, (16)
where
HM mcm au
Al = e (17)

and a,, is the ultimate degree of hydration; a no-postcooling
nomogram such as Fig. 4 can reveal how “non-adiabatic” a
situation is—that is, it indicates how the size and shape of
the emplacement cause deviation from the “worst case” and
may be useful in deciding if postcooling is necessary.
Figure 7 and Table 1 show that the real-world wall is
comfortably below the maximum allowable temperature
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Table 1—Summary of results in Fig. 5 through 7

No postcooling
True T,
Figure Computational geometry °C Nomogram 7, °C Error %
4 Abutment wall 82.1 83.2 1.3%
Postcooling
True T,,,., Physical spacing Effective spacing
°C Nomogram 7,4, °C Error % Nomogram 7,4, °C Error %

5 0.31 m hex packing 56.7 54.7 -3.5% 58.8 3.7%
6 0.31 x 0.31 m pipe spacing 37.9 56.1 48.0% 46.7 23.2%
6 0.31 x 0.61 m pipe spacing 53.7 — — 59.5 10.8%
7 0.31 x 0.61 m pipe spacing 54.2 — — 50.2 —7.4%

of 73.9°C. This project employed both precooling of
fresh concrete to 21°C by liquid nitrogen as well as post-
cooling, and using the nomograms presented herein, one
could ask if this project could be conducted with only one
thermal management technique. Equation (16) with AT, =
52°C (Appendix A) shows that with precooling to 21°C,
the maximum possible temperature would be 73°C, just
below the allowable maximum temperature, although not
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comfortably. Working “backwards” using Fig. 7, starting
with a maximum allowable temperature of 73.9°C and incor-
porating, as a rough accounting for uncertainty, the minimum
to maximum ends of the boxplot below the maximum
temperature axis—a roughly 12°C span—can give a conser-
vative estimate of the allowable initial temperature given
the postcooling system used for this project. Starting with
a maximum temperature of 73.9°C — 12°C = 61.9°C, the
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Fig. 7—Postcooling nomogram from 3-D finite-element simulations of rectangular or square packing. Dashed cyan isopleth is
out-of-sample case—abutment wall—and cyan arrow gives maximum monitored temperature. (Note: Full-color PDF can be

accessed at www.concrete.org.)

nomogram suggests the initial concrete temperature can be
as high as 32.5°C and that precooling may not be necessary.

The boxplots in the nomograms depict the spread in the
simulations underlying the surrogate models that the nomo-
grams visually depict. However, this spread is likely an
imperfect estimate of the true uncertainty. Their use in the
aforementioned discussions carries the additional risk that
their use to quantify the uncertainty is itself uncertain.

Future work includes a more rigorous assessment of
uncertainty and making the nomograms applicable to a
variety of concrete designs (one of the limitations of the
present work). Here, the nomograms are tied to a particular
concrete mixture, parameterized in the surrogate models
by the constants C, and C,. However, these terms are not
required to be taken as constants and can be decomposed
into free parameters such as AT, and depicted as nomogram
axes. With more calorimetry data, simulation runs with
a variety of concrete designs and a wider array of shapes,
sizes, and boundary conditions will increase the generality
of these nomograms. This additional work, coupled with
Bayesian techniques and alternative forms of surrogate
models, will also give more confident uncertainty estimates.
Furthermore, the techniques used herein will be applied to
temperature differences and thermal gradients.

The uncertainty to underscore that these nomograms and
their use are intended to be used as preliminary analyses is
emphasized in support of crafting thermal management plans
for mass concrete: they rapidly identify promising designs as

ACI Materials Journal/November 2023

well as illuminate designs to avoid. This, together with the
limitations embedded in the nomograms due to assumptions
such as ignoring the impact of solar gains, motivates not
their disuse but use to find only a small number of plans to
be finalized with more detailed analyses.
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APPENDIX A

Table A1—Notation and parameter values

Symbol Description Unit Case 1: Concrete A Case 2: Concrete B
A Normalized affinity 1/h NA Varies
[ Specific heat of concrete JlkgK 1062 1062
Cw Specific heat of water JlkgK 4184
E, Apparent activation energy J/mol 40,955 37,433

Coen Rate of energy released by hydration Wim? Varies
H Heat-transfer coefficient Wim?K NA Varies
H, Ultimate energy released by hydration Jig 472 NA
hy, Convection coefficient inside cooling pipe Wim*K NA Varies
m, Mass of all aggregate per unit volume of concrete kg/m? 1744 1706
Mor | conerte (Type 1D, dmted €. msom sefimees | €™ 43 7
m,, Mass of water per unit volume of concrete kg/m? 202 182
q4 Heat-transfer area m? Varies
R Universal gas constant J/mol K 8.314
7 Outer radius of cooling pipe m NA Varies
i Inner radius of cooling pipe m NA Varies
1. Concrete temperature K Varies
Tu Adiabatic temperature history of concrete K NA ‘ Varies
T2 mava Maximum temperature under adiabatic conditions K Varies
T Cooling water entrance temperature K NA ‘ Varies
T Initial concrete temperature at placement K Varies
T, Reference temperature K 294.25 ‘ NA
T, Temperature of water in cooling pipe K Varies
t Time h Varies
t, Equivalent age h Varies ‘ NA
14 Volume m? Varies
Volume flow rate of cooling water m?/s NA Varies
wlc Water-cement ratio — 0.488 0.458
o Degree of hydration Unitless Varies
oy Ultimate degree of hydration Unitless 0.837 0.78
B Shape parameter Unitless 0.84 NA
AT, Adiabtatic temperature rise of concrete K 65.1 52.0
At Simulation time step h 0.25, typically
Y10 Regression parameter 1/sK? NA 1.060
Yii Regression parameter 1/sK NA —621.1
Yi2 Regression parameter 1/h NA 91,720
Y2.0 Regression parameter Unitless NA —0.005103
Y21 Regression parameter Unitless NA -2.899
Y22 Regression parameter Unitless NA 3.608
Y23 Regression parameter Unitless NA 0.005836
Y30 Regression parameter 1/K? NA 0.003416
Y31 Regression parameter 1/K NA —2.036
Y32 Regression parameter Unitless NA 307.1
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Table A1, cont.—Notation and parameter values

Symbol Description Unit Case 1: Concrete A Case 2: Concrete B
Ke Thermal conductivity of concrete WimK 1.7 1.7
K, Thermal conductivity of cooling pipe W/mK NA 0.41
Ve Thermal diffusivity of concrete m%/s 6.786 x 107 7.002 x 1077
Pe Density of concrete kg/m? 2359 2286
Pw Density of (cooling) water kg/m? NA ~1000
T Time parameter h 14.6 NA
Note: NA is not available.
APPENDIX B 50
Figures Bl and B2 compare adiabatic temperatures G 5o D —
for Concrete B derived from isothermal cement calorim- e e e
etry and simulated adiabatic temperatures using the three- g
parameter maturity model (Eq. (5) and (6) in the text) and g
the Cervera é,,, model fitted to isothermal cement calorim- §
etry (Eq. (7) through (10) in the text). £ ‘ _
As a check on the 3-D finite-element simulations (done = ipres fom lsptiermel cwioRmanty
. . . . . o Simulated with three-parameter model
with FEniCS), a simulation was conducted using the < — Simulated with Cervers/calotimetry model
Cervera é,,, model and compared to the real-world footing ] ! ,

as described in the “Methods” section. Figure B3 shows a
comparison between temperatures recorded at a location
0.41 m below the top surface and temperatures at that same
location from the finite-element simulation. Here, the simu-
lation overpredicts the maximum temperature by 1.7°C, an
error of 2.5%.

To validate the implementation of the postcooling models,
the quasi-one-dimensional model and the full 3-D finite-
element models were tested against an exact analytical solu-
tion for the temperature field of a two-layer hollow cylinder
with constant é,,, in one or both layers. Specifically, this
exact solution is 1-D so that the “cylinder” it models is in
fact a disk with convective boundary conditions around the
inner and outer circumferences of the domain; this situation
is labeled R3C13B00T00G11, and details of the solution can
be found in the Exact Analytical Conduction Toolbox.** In
this case, the exact solution was configured to mimic PEX
tubing encased in a concrete cylinder with an adiabatic
condition at the outside of the outer cylinder and convec-
tion derived from water flow rates in the inner hollow of the
disk. A constant é.,,= 974 W/m?, equal to the total energy
of hydration of Concrete B released at a constant rate over
36 hours, was applied to the concrete, with é,4,,= 0 for the pipe
layer. Initial and water entrance temperatures were taken to
be 0°C, a choice which makes for convenient computation
of the exact solution. Further details are given in Table B1.
Results from quasi-one-dimensional (Myers, implemented
in Dedalus) and 3-D (implemented in FEniCS) simulations
were taken at the entrance plane of the respective cylinders.
Figures B4 and B5 show both simulations match well to the
exact solution and indiate that the treatment of heat transfer
through the pipe wall is adequately handled in the model of
Myers et al.”’
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Fig. BI—Comparison of adiabatic temperature histories:
Concrete B, initial temperature 23°C.

a0

80 — e

70 —

80 —

Inferred from isothermal calorimetry

Adiabatic temperature (°C)

Simulated with three-parameter model
— Simulated with Cervera/calorimetry model

o T T T
o 12 24 a8 48

Time (h)

Fig. B2—Comparison of adiabatic temperature histories:
Concrete B, initial temperature 28°C.
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Fig. B3—Comparison of 3-D finite-element simulation
model to real-world emplacement.
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Table B1—Parameters used in postcooling

validations
Test PEX pipe size Cylinder radius, m 7, L/m
1 13 mm 0.2 9.5
2 19 mm 0.52 21

Test postcooling simulation vs exact solution, short radius

Duter surface of pipe

-]

Temperature, deg. C
&

5

of & i
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+ Dedalus simulation
FENICS simulation
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Radial location, m

Fig. B4—Postcooling simulation validation test 1.
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Fig. B5—Postcooling simulation validation test 2.
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Automated Procedure to Identify Concrete Defects from

Impact-Echo Data

by Zachary W. Coleman and Anton K. Schindler

In this study, a procedure for interpreting impact-echo data in an
automated, simple manner for detecting defects in concrete bridge
decks is presented. Such a procedure is needed because it can
be challenging for inexperienced impact-echo users to correctly
distinguish between sound and defective concrete. This data inter-
pretation procedure was developed considering the statistical
nature of impact-echo data in a manner to allow impact-echo users
of all skill levels to understand and implement the procedure. The
developed method predominantly relies on conducting segmented
linear regression analysis of the cumulative probabilities of an
impact-echo data set to identify frequency thresholds distin-

guishing sound concrete from defective concrete. The accuracy of

this method was validated using two case studies of five slab speci-
mens and a full-scale bridge deck, each containing various typical
defects. The developed procedure was found to be able to predict
the condition of the slab specimens containing shallow delamina-
tions without human assistance within 3.1 percentage points of the
maximum attainable accuracy. It was also able to correctly predict
the condition of the full-scale bridge deck containing delamina-
tions, voids, corrosion damage, concrete deterioration, and poorly
constructed concrete within 3.5 percentage points of the maximum
attainable accuracy.

Keywords: bridge decks; condition assessment; corrosion; delamination;
nondestructive testing; voids.

INTRODUCTION

Since its development in the 1980s, the impact-echo
method has proven to be a versatile tool in nondestructive
evaluations of concrete elements. Previous work has vali-
dated the utility of the impact-echo method to detect defects
in a variety of structural elements, including bridge decks
(Azari and Lin 2019; Coleman et al. 2021; Coleman and
Schindler 2022; Gucunski et al. 2013; Lin et al. 2018; Olson
et al. 2011; Tawhed and Gassman 2002) and post-tensioned
ducts (Tinkey and Olson 2007; Zou et al. 2016). In partic-
ular, ground-coupled impact echo has been successfully
used to locate delaminations (Cheng and Sansalone 1993;
Lin and Sansalone 1996; Sansalone and Carino 1989),
voids (Coleman et al. 2021; Tinkey and Olson 2007), and
honeycombing (Azari and Lin 2019; Coleman et al. 2021).
Each of the foregoing defects may produce frequency
spectra distinctly different from those resulting from waves
reflecting off the edges of the element, allowing the defects
to be discerned from sound concrete. Nonetheless, Sansa-
lone (1997) acknowledged that successful interpretation of
impact-echo frequency spectra to assess the condition of
a tested element often relies on pattern recognition skills
developed from vast experience and training. Due to the

ACI Materials Journal/November 2023

complex nature of impact-echo data interpretation, novice
users of the method may struggle to meaningfully implement
the method. The need to manually interpret each waveform
measured from impact-echo testing has been a barrier to
the impact-echo test method becoming more widely imple-
mented (Sengupta et al. 2021).

Background on impact-echo testing

The impact-echo method is a stress-wave method in
which a mechanical impact force is used to generate stress
waves (P- and S-waves) that propagate into a medium (ACI
228.2R-13 [ACI Committee 228 2013]). The stress waves
are reflected after encountering an internal or external
boundary of two materials of divergent acoustic impedance.
The large contrast in acoustic impedance between air and
concrete allows for almost complete reflection at the inter-
face of air and concrete (Carino 2001), such as at a delami-
nation or the bottom of a suspended slab. The arrival of the
reflected waves at the location of the impact force results in
surface displacements that are recorded in the time domain
by an adjacent transducer. The arrival time of the reflected
wave can be used to determine the depth from which the
reflection occurred, which can facilitate flaw detection, esti-
mating the thickness of the tested element. For relatively thin
elements, the surface displacement due to the impact force
and the reflected stress wave occur within a short time of one
another, making it difficult to determine the correct arrival
time of the reflected wave. Given that the arriving wave will
continue to reflect between the impact location and reflec-
tion surface, a transient resonance condition is established
(Sansalone 1997), which can allow one to identify where a
wave was reflected from in the frequency domain. The peak
frequency associated with the reflected wave (f,) is related to
reflection depth in accordance with Eq. (1), as proposed by
Sansalone and Street (1997)

Ju=BCy2d )

where f is a correctional factor depending on the geometry
of the tested element; C, is the compression wave (P-wave)
speed of concrete; and d is the distance from the surface to
the reflection location. Sansalone (1997) reported that the
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value of B depends on the geometry of the tested element and
that a value of 0.96 is appropriate for plate-like elements.
Gibson and Popovics (2005) further noted that the value
of B for plate-like elements ranges from 0.94 to 0.96 and is
a function of the Poisson’s ratio of the element. Using the
appropriate value of B, the compression wave velocity (C,),
and the peak frequency excited during impact-echo testing
(fu), the depth to the reflection (d) can thus be determined
from Eq. (1). Shifts in the calculated depth (d) or the peak
frequency (f,) can be used as indicators of the presence of
a flaw or change in section geometry. The peak frequency
can be extracted from the frequency spectra produced by
applying a fast Fourier transform to the data measured in the
time domain (Carino 2001).

Approaches to post-processing impact-echo data

Various post-processing algorithms have been proposed
by researchers to address the weaknesses of the impact-
echo method. As early as 1992 (Pratt and Sansalone 1992),
machine-learning methods have been proposed to inter-
pret impact-echo data points as corresponding to locations
of sound or defective concrete. Some machine-learning
methods are automatic, requiring no human assistance
(Dorafshan and Azari 2020; Sengupta et al. 2021). However,
many of these methods rely on large quantities of training
data to accurately interpret the condition of a structural
element using impact-echo data. Thus, these methods may
lack versatility in impact-echo evaluations of structural
elements with geometric configurations or defect character-
istics dissimilar to those from which the training data were
extracted. Additionally, the statistically complex nature of
these methods introduces difficulties to novice impact-
echo users seeking to develop pattern-recognition skills for
interpreting impact-echo data. Other methods such as two-
dimensional (2-D) and three-dimensional (3-D) stack
imaging of spectral amplitudes have been developed
(Hashimoto et al. 2020; Ohtsu et al. 2013; Ohtsu and Wata-
nabe 2002; Yamada et al. 2017) to facilitate visual identi-
fication of defects and structural features. Gucunski et al.
(2008) further demonstrated that visualization of the rela-
tive intensities of wave reflections within 3-D and 2-D slices
can facilitate identifying bridge deck locations in need of
repair. However, these methods require manual interpre-
tation of data, which may: 1) result in novice impact-echo
users making incorrect conclusions regarding the condition
of an element; and 2) significantly increase the time required
for analyses of impact-echo data sets. Procedures fusing the
spectra obtained from multiple impact sources have also
been used to automate the detection of delaminations (Xie
et al. 2012; Zhang et al. 2012); however, these procedures
cannot be used for impact-echo configurations having only
one impact source and transducer.

This paper introduces an automated, user-based impact-
echo (AUBIE) data interpretation procedure tailored to
allow impact-echo users of varying experience levels to
accurately predict the condition of a structural element while
learning pattern-recognition skills to develop testing exper-
tise. The procedure is predicated on observations regarding
the statistical nature of impact-echo data and simple, readily
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implementable statistical evaluation methods. It may be
executed in an automatic fashion or may be interrupted at
each step to allow the user to make key decisions to improve
the ability of the method to distinguish between sound and
defective concrete.

RESEARCH SIGNIFICANCE

This paper discusses the development and validation of an
automated, novice-tailored procedure for executing impact-
echo data analysis for condition assessments of structural
elements. Automated implementation of the method may
reduce the time required to interpret impact-echo data and
allow novice operators to achieve meaningful condition
assessments. It is also expected that the key observations
discussed herein regarding the statistical nature of impact-
echo data will allow novice users to develop expertise to
use outputs from the impact-echo test method to distinguish
between sound and defective concrete.

PRINCIPLES OF AUTOMATED IMPACT-ECHO
DATA INTERPRETATION PROCEDURE

To develop the framework for an automated, user-based
data interpretation procedure, the statistical distribution
of impact-echo data corresponding to sound concrete was
first considered. A large sample (N = 769) of frequencies
measured at locations of sound concrete was extracted
from an impact-echo evaluation of a 7.25 in. x 18 ft x 31 ft
(184 mm x 5.5 m x 9.4 m) reinforced concrete bridge deck
conducted by Coleman and Schindler (2022). The statistical
distribution of the data is presented in two ways in Fig. 1. In
Fig. 1(a), the measured frequencies, f, are plotted against their
cumulative probabilities, while in Fig. 1(b), they are plotted
against their corresponding standard normal variables, z;,
approximately equivalent to the inverse of the cumulative
distribution function of the standard normal distribution.
The latter way of plotting data, described in greater depth
by Nowak and Collins (2013), is approximately equivalent
to plotting the data on normal probability paper, in which
data that plot along straight lines can be considered normally
distributed. When the vertical axis is transformed as previ-
ously described, the mean of a normally distributed random
variable exists where z; = 0; furthermore, the slope of the
best-fit straight line is equal to the reciprocal of the standard
deviation of the random variable.

Through inspection of Fig. 1, itis clearly observed that peak
impact-echo frequencies corresponding with sound concrete
are normally distributed. From Fig. 1(a), the distribution of
cumulative probabilities mimics the S-shape characteristic
of normally distributed random variables. Furthermore, the
frequencies from Fig. 1(b) (graphed with the transformed
vertical axis) plot along a straight line, indicating that the
frequencies are normally distributed. In the remainder of this
paper, frequency distributions will be considered using the
transformed vertical axis to facilitate visual assessment of
the data and follow-up analyses and discussions.

Of additional importance is that the mean frequency
(fu) from Fig. 1 can be reasonably estimated using Eq. (1)
(Sansalone and Street 1997). For the data plotted in Fig. 1,
B and d values equal to 0.96 and 7.25 in. (24 and 184 mm),
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Fig. [—Measured impact-echo frequency data of sound
concrete in bridge deck plotted using: (a) cumulative proba-
bilities,; and (b) standard normal variables corresponding to
plotting data on normal probability paper.

respectively, were used with the measured P-wave speed (C,)
of the bridge deck to predict that the mean peak frequency
at sound deck locations should be 11,250 Hz. From Fig. 1,
the mean frequency corresponding with a cumulative prob-
ability of 0.50 and a standard normal variable of 0.0 is
approximately 11,000 Hz, which is only 250 Hz less than
the predicted frequency, f,. Therefore, Eq. (1) can be used
to reasonably estimate the mean peak frequency of sound
concrete if the P-wave speed and characteristic cross-
sectional dimensions are accurately known. The P-wave
speed and cross-sectional dimensions can be determined
using ASTM CI1383 (2015) and ground truthing (for
example, measurement of an extracted core or drill hole),
respectively.

To understand the effects of defects on the statistical
distribution of impact-echo data, the remaining (N = 157)
peak frequencies corresponding to locations of shallow/
deep delaminations, shallow/deep voids, concrete deterio-
ration, and poorly constructed concrete of the bridge deck
constructed by Coleman and Schindler (2022) were added to
the frequencies previously presented in Fig. 1. The complete
data set is plotted against recomputed standard normal vari-
ables, reflecting the increased size of the data set in Fig.
2. Notably, the data set no longer plots along one straight
line but three approximately linear segments, indicating
that the defective low frequencies, sound frequencies, and
defective high frequencies each plot along a unique statis-
tical distribution. From Fig. 2, the slopes of the segments
are significantly different from one another, with that of
the sound deck being the steepest. Given that the slope of a
linear segment is equal to the reciprocal of the standard devi-
ation, it can be concluded that the distributions of defective
frequencies have high variances relative to that of the distri-
bution of sound frequencies. Within Fig. 2, the low frequen-
cies were caused by the excitation of the flexural vibration
mode of shallow delamination, shallow voids, and simulated
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Fig. 2—Measured impact-echo frequency data of sound and defective locations in concrete bridge deck.
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Fig. 3—TDypical measured impact-echo frequency spectra with defects causing low and high frequencies (core images from

Coleman [2021]).

deteriorated/honeycombed concrete. The high frequencies
were caused by the excitation of the thickness mode of the
shallow and deep delaminations. As noted by Sansalone
and Carino (1989), the frequency spectrum obtained over a
delamination would be expected to contain both the thick-
ness mode (caused by multiple P-wave reflections between
the surface and delamination) and the flexural vibration
mode (due to vibrations of the delaminated slab). To assist
in understanding the effect of each type of defect on the
frequency distribution, cores containing various defects and
the typical frequency spectra corresponding to each defect
are shown in Fig. 3 (core images from Coleman 2021).
Knowing that a distribution of sound impact-echo data will
have a lower variance (steeper slope) than that of a distribu-
tion of defective data, a novice impact-echo operator may
easily be able to identify the frequencies corresponding to
sound concrete through visual inspection of Fig. 2. In doing
so, the breakpoints, defined as the points of apparent inter-
section of adjacent linear segments, need to be determined.
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In Fig. 2, the two breakpoints represent the minimum and
maximum bounds of the sound distribution, assuming no
overlap with the adjacent defective segments. Thus, if the
breakpoints can be identified, all frequencies outside of the
range bounded by the breakpoints can be classified as corre-
sponding to defects in the concrete. While a novice can likely
visually estimate the breakpoints when the data is plotted as
in Fig. 2, an automated method for selecting the breakpoints
was pursued to assist operators in cases where the break-
points may not be as obvious and to allow for quicker data
post-processing.

To develop this automated method, the software package
segmented (Muggeo 2022), for the free statistical analysis
software R, was implemented to locate any breakpoints. To
locate the breakpoint(s), the package uses segmented linear
regression in which the independent variables (peak frequen-
cies in this case) are first partitioned into groups separated
by an initial guess of the breakpoint(s). Linear segments are
fit to each group, and the guess is iteratively updated using
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maximum likelihood estimation until possible convergence
to the breakpoint(s) (Muggeo 2003). For a novice impact-
echo operator, two difficulties may arise when using the
segmented package: 1) the number of expected breakpoints
must be specified; and 2) an initial guess of the breakpoint(s)
must be provided.

When deciding how many breakpoints to specify in
impact-echo data analysis, two situations might arise. The
first is that in which two breakpoints exist (such as in Fig. 2),
where there is some distribution of frequencies from sound
concrete along with low and high frequencies (relative to
the frequencies of sound concrete) associated with defects.
The second situation of when only one breakpoint exists is
presented in Fig. 4 using data from a bridge-deck specimen
containing shallow delaminations, reported by Coleman
et al. (2021). The distribution of sound frequencies can
easily be identified by its characteristic high slope, while
the low frequencies of the shallow delaminations comprise
a segment with a relatively low slope. Because the shallow
delaminations only resulted in low frequencies (that is, there
is only one segment of defective frequencies), only one
breakpoint exists. As a part of the novice-tailored impact-
echo data interpretation procedure, an automated method for
determining whether one or two breakpoints exist within a
given data set was developed and will be presented later in
this paper.

The last step to automate the location of the breakpoint(s)
was to develop a procedure for determining an initial guess
of the breakpoint(s) for the segmented linear regression
analysis. Knowing that peak frequencies corresponding to
sound concrete are normally distributed, it was anticipated
that an empirical coefficient of variation and expected mean
frequency of sound concrete could be used to estimate the
true distribution of sound frequencies. For a given structural
element, the expected mean frequency, f,, could be deter-
mined using Eq. (1); the empirical coefficient of variation
could be determined by surveying the coefficient of varia-
tion of sound frequencies extracted from locations of spec-
imens known to be free of defects. Applying this approach
to 12 bridge-deck specimens of either 7.25 or 12.00 in. (184
or 305 mm) thickness and tested by Coleman et al. (2022),
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an approximate coefficient of variation of 2% was selected.
Because the observed breakpoints of Fig. 2 and 4 occur near
the extreme values of the distribution of sound frequencies,
an initial guess of the breakpoint(s) could be computed using

Eq. (2)
S =1 £2(0.02,) ()

where f; is the initial guess of the breakpoint(s); and 0.02f,
is the sample standard deviation, assuming a 2% coefficient
of variation. Two sample standard deviations away from the
expected mean (f,) were hypothesized to provide a reason-
able initial estimate of the breakpoint locations, because
some overlap may exist between the distributions of defec-
tive concrete and sound concrete at the tails of the normal
distribution of sound frequencies.

NOVICE-TAILORED INTERPRETATION
PROCEDURE STEPS

The sequential steps required to execute the AUBIE data
interpretation procedure are provided hereafter based on the
framework previously discussed. For some steps, commen-
tary is provided to provide additional guidance for a poten-
tial user. A flowchart containing each step is provided in
Fig. 5 to illustrate the main ideas of the procedure.

Step I—Determine the P-wave speed (C,) of the concrete
element using ASTM C1383-15 or another appropriate
method (for example, ground truthing with coring).

Step 2—Calculate the expected mean peak frequency
corresponding to sound concrete (f,) using the P-wave speed
and expected characteristic dimension (d) using Eq. (1).

Step 3—Plot the measured peak frequencies in increasing
order against the accompanying standard normal variables,
z;, using the following approximate solution reported by
Nowak and Collins (2013)

C()""Clt,""‘sz,'Z
z; ® —t;+ for p; < 0.5 3
PN N dit ot dt? O P S )

where ¢y = 2.515517; ¢, = 0.802853; ¢, = 0.010328; d, =
1.432788; d, = 0.189269; d; = 0.001308; p; = i/(N + 1)
(Gumbel 1954); and #; = \—In(p;?). If p, > 0.5, calculate ¢
using p;" = (1 — p;) in Eq. (3).

Step 4—Create a copy of the data plotted in Step 3 that
contains no duplicate frequencies, preserving the median
data point within a given group of duplicates. Execute the
segmented package (Muggeo 2022) on the reduced data set,
initially assuming two breakpoints exist. Input an initial
guess for the two breakpoints, f, using Eq. (2), with one
guess less than the expected mean, f,, and the other greater
than it. In some cases, either guess may be rejected by the
segmented package, generally when the guess is outside the
range of measured frequencies in the data set. When this
occurs, the guess is iteratively changed until it is within the
range of measured frequencies and accepted (for example, an
initial guess greater than the maximum measured frequency
would be decreased until it is within the range of the data
and accepted by the package).
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Fig. 5—Flowchart of AUBIE data interpretation procedure.

Step 4 is conducted to determine how many breakpoints
exist. To fully automate the interpretation procedure, it is
necessary to establish whether one or two breakpoints exist
in the impact-echo data. To determine this, a reduced data
set is analyzed using segmented linear regression. As shown
in Fig. 4, when impact-echo frequencies are plotted against
standard normal variables, repeated measurements (likely
the result of instrumentation precision) plot as vertical
lines having infinite slopes. When the segmented package
is executed assuming two breakpoints exist, the algorithm
may converge to one of these vertical lines as a breakpoint,
given the contrast in slopes between repeated measure-
ments and an adjacent segment within the distribution of
sound frequencies. These breakpoints do not represent real
breakpoints, which delineate frequencies of sound concrete
from defective concrete, but rather bifurcations in the sound
distribution of frequencies. To mitigate the risk of the algo-
rithm converging to a repeated measurement as a breakpoint,
duplicate frequencies are excluded just for the purpose of
identifying whether one or two breakpoints exist in the full
data set, while the median data point within a group of dupli-
cates is preserved. Thus, the data within the sound distribu-
tion of frequencies is effectively “smoothed” to preclude the
algorithm from converging upon false breakpoints within
the sound data.
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If a guess of the breakpoint is too close to the extreme
values of the data set, the segmented package may reject
the guess. In such cases, the rejected guess needs to be
distanced from the extreme values. It is worth noting that,
due to the high variance (small slope) of segments of defec-
tive frequencies, if an initial guess is rejected, there likely
only exists one true breakpoint. Per Fig. 2, for cases in which
two breakpoints exist, the distribution of sound data is much
different from the extreme values of the data set, and the
guess should therefore not be rejected.

Step 5(a)—Separate the reduced data set into three subsets
using the two breakpoints computed from Step 4. Subset 1
contains all frequencies less than the lesser of the two break-
points. Subset 2 contains all frequencies between the two
breakpoints, inclusive. Subset 3 contains all frequencies
greater than the larger of the two breakpoints. Conduct
two two-way f-tests, comparing the variances between the
following pairs of subsets, assuming a significance level of
0.01: Subsets 1 and 2, and Subsets 2 and 3. If the analysis fails
to reject the null hypothesis for either test (that there is no
statistically significant difference in sample variance), only
one breakpoint exists in the data set; Step 5(b) should then
be implemented. Otherwise, two breakpoints exist, which
should now be determined using the entire (non-reduced)
data set; Step 5(b) should be skipped.
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It is initially assumed that two breakpoints exist (there-
fore, there exist defects causing both high and low frequen-
cies relative to the sound frequencies). This assumption is
subsequently evaluated using hypothesis testing. If: a) the
null hypothesis that presumes that two breakpoints do not
exist cannot be rejected with statistical significance; or b)
the segmented package cannot identify two breakpoints, the
interpretation procedure proceeds assuming that only one
breakpoint exists.

As can be observed in Fig. 2 and 4, a characteristic feature
of segments separated by true breakpoints is the stark
contrast in slopes of adjacent segments, with the segment of
sound frequencies having the largest slope. Given that the
slope of a linear segment is equal to the reciprocal of the
standard deviation, the slopes of the segments are related to
the variances of the respective data sets. Thus, f-tests may be
implemented to test whether the slopes of adjacent segments
are significantly different from one another. True breakpoints
are expected to result in statistically different slopes between
adjacent segments. Due to the stark difference in slopes
observed between defective and sound segments from Fig. 2
and 4, a low significance level of 0.01 is justified.

Step 5(b)—Compute the mean measured frequency of the
entire (non-reduced) data set. If the mean is greater than the
expected mean, f,, add two sample standard deviations to
the mean frequency using Eq. (2). Otherwise, subtract two
sample standard deviations from the mean using Eq. (2).
Use the resulting frequency as an initial guess of the single
breakpoint in the segmented package. If the analysis does not
accept this guess, iteratively change it such that it is closer to
the mean frequency of the data set until a breakpoint can be
statistically identified by the segmented algorithm.

At this point, it is known that only one breakpoint exists,
and thus the most accurate breakpoint can be determined by
analyzing the entire data set. If only one breakpoint exists,
it is necessary to determine whether that breakpoint exists
at a frequency greater or less than the mean frequency of
the sound data. In other words, do the defects present in the
structural element result in low or high frequencies relative
to the sound frequencies? It is thus assumed that the distri-
bution of defective frequencies will skew the mean of the
entire data set in the direction of the breakpoint, away from
the expected mean frequency.

Step 6—Categorize each measurement location as defec-
tive or sound depending on how its measured frequency
relates to the computed breakpoint(s).

If it was determined that only one breakpoint existed.:
Compute the variances of: 1) all measured frequencies
greater than or equal to the breakpoint; and 2) all frequencies
less than the breakpoint. If the variance of the first group is
less than that of the latter, any location with a frequency less
than the breakpoint frequency is characterized as defective
concrete. Otherwise, if the variance of the second group is
greater than that of the second, any location with a frequency
greater than the breakpoint’s frequency is characterized as
defective concrete.

If it was determined that two breakpoints existed: The
subset from Step 5(a) of frequencies with the least vari-
ance corresponds to all observations of sound concrete. It
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is expected that this should correspond with Subset 2. The
remaining measured frequencies correspond to locations
with defective concrete.

The condition of an element at a given location is deter-
mined based on which subset the measured frequency corre-
sponding to that location falls into. Given that the distri-
bution of frequencies from sound concrete was observed
to have the lowest variance, a frequency belonging to the
subset of least variance is associated with a location of sound
concrete. The remaining measured frequencies correspond
to locations where defects are present in the concrete.

Step 7—Conduct ground truthing to verify the validity of
the determined breakpoint(s). Adjust the breakpoint(s) as
necessary depending on the results of the ground truthing.

Ground truthing is essential to validate the results of
nondestructive evaluations (Gucunski et al. 2013). Accord-
ingly, the authors highly recommend that ground truthing
is performed in concert with the developed interpretation
procedure such that the method is not used as a “black box.”

EXPERIMENTAL VALIDATION

To evaluate the effectiveness of the AUBIE data interpre-
tation procedure to correctly predict the condition (sound
or defective) of a concrete element, two case studies were
selected from the literature. The first study comprised five
7.25in. or 12 in. x 3 ft x 7 ft (184 mm or 305 mm x 0.9 m
x 2.1 m) bridge deck specimens containing shallow and
deep voids or delaminations that were tested by Coleman
et al. (2021). The second study consisted of the 7.25 in. x
18 ft x 31 ft (184 mm x 5.5 m x 9.4 m) full-scale bridge
deck containing shallow and deep voids/delaminations,
reinforcement corrosion, concrete deterioration, and
poorly constructed concrete tested by Coleman and Schin-
dler (2022). Where appropriate, the prediction accuracy of
the interpretation procedure was quantitatively compared
against the maximum attainable accuracy (as determined by
ground truthing consisting of coring and a priori knowledge
of the deck condition at each location of testing) reported by
the authors. As noted by Coleman et al. (2021), the frequency
response indicative of the voids and deep delaminations in
the bridge deck specimens did not always coincide with the
known location of those defects; therefore, in such situa-
tions, a visual comparison of the spatial contour plot of the
measured frequencies and the deck condition predicted by
the AUBIE procedure was used to evaluate the capabilities
of the procedure.

Case Study 1: Five slab specimens with voids
and delaminations

The AUBIE data interpretation procedure was imple-
mented to predict the condition of Specimens DL1, DL3,
DLS, DL6, and V2 reported by Coleman et al. (2021).
Specimen characteristics and reported/procedure accuracy
rates (as applicable) are presented in Table 1. The reported
maximum attainable accuracy rate is provided to indicate the
maximum potential of the impact-echo method to correctly
predict the condition of an element. Furthermore, the proce-
dure accuracy rate indicates how closely the AUBIE proce-
dure matches the maximum attainable accuracy, assuming
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an operator can perfectly interpret all impact-echo data. For
Specimens DL6 and V2, the frequency response indicative
of defects did not coincide with the defect locations; there-
fore, no maximum or procedure accuracy is available based
on ground truthing. The effectiveness of the AUBIE proce-
dure to predict the condition of these specimens is assessed
visually later.

From Table 1, it is observed that the AUBIE data interpre-
tation procedure exhibited accuracy rates nearly the same
as the maximum attainable accuracy for Specimens DLI,
DL3, and DL5, each containing shallow delaminations. The
average difference in the maximum attainable accuracy and
the procedure accuracy for these three specimens was 3.1
percentage points, with Specimen DLS5 having the largest
difference of 5.8 percentage points. It is possible that Spec-
imen DLS5 exhibited the largest discrepancy in accuracy
because that specimen contained partially bonded shallow
delaminations, whereas the delaminations from Specimens
DL1 and DL3 were completely unbonded. Overall, these
results indicate that the AUBIE data interpretation proce-
dure has an excellent ability to automatically and accurately
predict the condition of bridge decks containing shallow
delaminations.

Spatial contour plots of the peak frequencies measured
and the accompanying condition prediction for Specimens
DL6 and V2 are presented in Fig. 6. From Fig. 6(a), high
frequencies (shown in cyan to red hues) indicative of deep,
partially bonded delaminations (with “U” indicating the
percentage of unbonded area) can be observed at or near
the defect locations. The predicted deck condition when the
AUBIE data interpretation procedure was implemented is
shown in Fig. 6(b) beneath the previous plot, with the green
and red areas representing predictions of sound concrete
and defects, respectively. Through visual comparison of the
two contour plots, it is observed that the automated proce-
dure correctly classified all high frequencies as indicative
of defects. Furthermore, the low frequencies (shown in blue
and purple hues) indicative of sound concrete were all classi-
fied as sound by the automated procedure. Thus, the AUBIE
data interpretation procedure exhibited an excellent ability
to correctly classify the condition of Specimen DL6, which
contained deep, partially bonded delaminations.

Similarly, the frequency contour plot of Specimen V2,
shown in Fig. 6(c), was compared to the accompanying
condition contour plot, presented in Fig. 6(d), to assess
the accuracy of the AUBIE data interpretation procedure.
From the frequency contour plot, high frequencies (shown
in cyan to red hues) indicative of voids in the concrete can
be observed at or near the location of most voids. Within
the accompanying condition contour plot, all these high
frequencies were correctly associated with a defect. Further-
more, the automated procedure correctly classified all low
frequencies (shown in a magenta hue) as frequencies asso-
ciated with sound concrete. However, there exist some
potentially sound locations that the AUBIE data interpre-
tation procedure classified as corresponding to a defect—
for example, Location X = 28 in. (711 mm) and Y = 4 in.
(102 mm). Overall, the AUBIE data interpretation procedure
exhibited a good ability to correctly classify the condition of
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Table 1—Characteristics and accuracy rates of five
slab validation specimens

Defect Maximum Procedure
Specimen ID Defect(s) depth, in. | accuracy, % | accuracy, %
DLI" Delaminations 2.63 98.8 98.8
DL3" Delaminations 2.63 97.6 94.1
DLS" Delaminations 2.63 92.9 87.1
DL6' Delaminations 10.38 N/A N/A

“Depth of specimen is 7.25 in.

"Depth of specimen is 12.00 in.
Note: N/A is not available because defect locations did not align with characteristic
frequencies; 1 in. = 25.4 mm.

Specimen V2, which contained shallow and deep clay-filled
voids of varying sizes.

Case Study 2: Full-scale bridge deck with
various defects

While the AUBIE data interpretation procedure accurately
predicted the condition of the previous small-scale speci-
mens containing only one type of defect in one specimen
at a time, it was of interest to investigate if the method was
similarly accurate for full-scale elements that simultane-
ously contained various types of defects. Thus, the AUBIE
data interpretation procedure was implemented to predict
the condition of the 7.25 in. x 18 ft x 31 ft (184 mm x 5.5 m x
9.4 m) full-scale bridge deck containing shallow and deep
voids/delaminations, reinforcement corrosion, concrete
deterioration, and poorly constructed concrete as docu-
mented by Coleman and Schindler (2022). It is worth noting
that impact-echo testing was conducted to identify mechan-
ical damage (for example, delaminations) of the concrete
due to reinforcement corrosion, not the corrosion itself.

The distribution of peak frequencies measured during
impact-echo testing of the bridge deck is presented in Fig. 2.
It can clearly be observed that the distribution of frequen-
cies corresponding to locations of sound deck concrete
plotted as a linear segment with a high slope (that is, low
variance), while the frequencies corresponding to locations
of defective deck concrete plotted as two linear segments
with low slopes (that is, high variance). When implemented,
the automated procedure was correctly able to identify that
two breakpoints existed, resulting in a prediction accuracy
of 88.1%, as compared to the maximum attainable accuracy
of 91.6%. Without any human assistance, the AUBIE data
interpretation procedure was able to accurately predict the
condition of the bridge deck within 3.5 percentage points of
the maximum attainable accuracy. The effectiveness of the
AUBIE data interpretation procedure in predicting the deck
condition was also considered through visual comparison
of the spatial contour plot of peak frequencies and associ-
ated condition contour plot shown in Fig. 7. Of the defects
that are detectable using impact echo (that is, in which there
exists a visual contrast in frequencies between sound and
defective locations), all were identified as defects (shown
in a red hue) by the AUBIE data interpretation procedure.
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Furthermore, the vast majority of the locations predicted to
be sound (shown in a green hue) were truly sound. In concert
with the 88.1% accuracy rate achieved, these observations
indicate that the AUBIE data interpretation procedure was
able to effectively characterize the condition of the bridge
deck.

Discussion of results

Using the AUBIE data interpretation procedure, condi-
tion prediction accuracies of 3.1 and 3.5 percentage points
lower, respectively, than the maximum attainable accuracies
from the bridge-deck specimens and full-scale bridge deck
were achieved. These prediction accuracies were achieved
through the automatic execution of the proposed AUBIE
data interpretation procedure without user intervention.
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While these results are encouraging and suggest that novice
impact-echo users can use the automated procedure to mean-
ingfully interpret impact-echo data, a word of caution should
be made regarding “blindly” relying on the method without
oversight. Such implementation of the method: 1) does not
assist the impact-echo operator in learning about the effect
of defects on the statistical distribution of impact-echo data;
and 2) may potentially result in less-than-optimal predictions
of the condition of a structural element. While the interpre-
tation procedure was developed to automatically determine
the number and locations of breakpoints, human oversight
in verifying that those breakpoints seem reasonable through
visual analysis of plots such as Fig. 2 is recommended. Due
to the high variance of frequencies corresponding to many
defects, a strong visual contrast exists in the slopes of linear
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segments of impact-echo data from sound and defective
locations. Therefore, while not strictly necessary to use the
AUBIE interpretation procedure, human oversight during
each step of the procedure is recommended and generally
straightforward.

CONCLUSIONS

In this study, a simple approach was developed for deter-
mining the condition of a structural element using impact-
echo data. This approach was termed the automated, user-
based impact-echo (AUBIE) data interpretation procedure.
Through the development of this method, several key obser-
vations regarding the statistical nature of impact-echo data
were noted. Through recognition of these observations, it
is expected that the developed procedure will allow novice
impact-echo users to identify sample-level differences
between peak frequencies from sound and defective locations
in a structural element. Thus, novices may use the developed
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procedure to make meaningful predictions of sound versus
defective concrete within an element while developing
pattern-recognition skills and expertise in interpreting
impact-echo data. To validate the accuracy of the developed
procedure to make such predictions, the method was imple-
mented without human assistance on two case studies from
the literature comprising tests of five bridge deck specimens
and one full-scale bridge deck containing various types of
known defects. Based on the work conducted in this study, it
was concluded that:

1. Measured peak frequencies from impact-echo testing
of locations with sound bridge deck concrete are normally
distributed.

2. In many cases, a distribution of measured peak frequen-
cies from locations with defective concrete may also be
normally distributed and has a significantly higher variance
than a distribution of peak frequencies from sound locations,
allowing the defective locations to be clearly distinguished.
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3. Defects in concrete can result in frequency distributions
that are either lower or higher than the frequencies charac-
teristic of sound concrete. Whether the frequencies are lower
or higher is influenced by the type of defect and the mode
excited during testing.

4. Using the AUBIE data interpretation method, the condi-
tion of bridge deck specimens containing shallow delami-
nations could be accurately predicted within 3.1 percentage
points of the maximum attainable accuracy. Frequencies
associated with deep, partially bonded delaminations and
shallow/deep voids could also be discerned from frequen-
cies corresponding with sound concrete.

5. Using the interpretation procedure, the condition of a
full-scale bridge deck containing shallow and deep voids/
delaminations, reinforcement corrosion, concrete deterio-
ration, and poorly constructed concrete could be predicted
within 3.5 percentage points of the maximum attainable
accuracy.

Future work in developing and further validating the
developed interpretation procedure might focus on struc-
tural elements currently or previously in service where the
locations of defects are accurately known. Given the general
framework of the developed procedure, it is also expected
that the method may be applicable for a broader range of
structural elements (for example, grouted post-tensioned
ducts) with appropriate modification (for example, changing
the shape factor from Eq. (1) to reflect the geometry of the
tested element). Without similar validation experiments, it is
unclear if the AUBIE data interpretation procedure is either
accurate or applicable to other elements.
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Influence of Mixture Proportions and Permeability-

Reducing Admixtures on Concrete Fluid Transport
by R. M. Ghantous, V. Bui, S. Schaef, B. Fronczek, C. B. Jablonski, S. R. Reese, and W. J. Weiss

This study uses neutron radiography (NR) and visual inspection to
quantify water penetration in concrete samples exposed to water
pressure on one face. It provides experimental data regarding the
impact of mixture proportions on the hydraulic permeability of
concrete. Specifically, it illustrates the influence of water-cement
ratio (w/c), curing duration, entrained air content, and coarse
aggregate (CA) size and volume on water transport. In addition,
this paper quantifies the impact of permeability-reducing admix-
tures (PRAs) on water transport in concrete. It was observed that
decreasing the w/c and/or increasing the curing duration reduced
the fluid transport. Liquid and powder PRAs efficiently reduced
fluid transport in concrete without impacting the compressive
strength. The liquid PRA showed more consistent results, likely due
to better dispersion than the powder PRA. Fluid ingress in concrete
samples appears to increase with entrained air content due to a
lower degree of saturation (DOS) at the start of the test. Increasing
the CA volume fraction or decreasing the CA size will increase the
fluid transport in concrete due to an increase in the connectivity
of the interfacial transition zone. The influence of entrained air
content, curing duration, CA volume fraction, and CA size was less
noticeable on mixtures with PRAs due to the higher density and low
permeability of these samples compared to control samples.

Keywords: concrete mixture design; degree of saturation (DOS); interfacial
transition zone (ITZ); neutron radiography (NR); permeability; permeability-
reducing admixtures (PRAs); visual inspection.

INTRODUCTION

Research is being performed to increase the service life of
concrete exposed to aggressive environments.'** Reducing
the fluid transport properties of concrete is one approach to
improve durability.>” Hydraulic permeability occurs when
the concrete is exposed to a pressure gradient.®® Reduc-
tions in the permeability of concrete occur by decreasing the
water-cement ratio (w/c) of the concrete mixture, increasing
the curing duration, or replacing the ordinary portland
cement with supplementary cementitious materials (SCMs),
which can lead to a decrease in the concrete porosity and
pores connectivity.'®!> Permeability-reducing admixtures
(PRASs) can also be used to reduce fluid ingress.'3

PRAs have been widely used in the concrete industry.
PRAs are classified into five categories according to ACI
212.3R-16'® and labeled as hydrophobic water repellents,
polymer products, finely divided solids, hydrophobic pore
blockers, and crystalline products. Hydrophobic water repel-
lents and polymer products describe materials primarily
applied on hardened concrete surfaces.'*?! The finely
divided solids are added as a mixture constituent to densify
the microstructure and include common SCMs such as
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silica fume, slag, or fly ash.'* Hydrophobic pore blockers
and crystalline products are typically integrally mixed with
concrete.'® Hydrophobic pore blockers can be effective
against some forms of fluid ingress; however, they are gener-
ally not as effective in cases where the concrete is exposed to
pressure (that is, hydraulic permeability). Crystalline prod-
ucts reduce concrete permeability by absorbing water and
reacting with the hydration products of concrete, leading to
crystalline products that fill the concrete pores.'® As a result,
crystalline products are typically more efficient in concrete
exposed to water pressure (that is, hydraulic permeability).

There is a lack of standardized procedures to test the
benefit of using PRAs in concrete.?? This includes a lack
of standardized methods for sample preconditioning before
permeability assessment, which may increase the variability
in measurements.”> The water permeability of concrete
samples containing crystalline PRAs is reported to reduce
by 15 to 90% compared to untreated samples.'>**3° This
wide range of efficiency (15 to 90%) is due to a combina-
tion of factors, including the wide range of PRA chemistries,
dosages, w/c, testing age, and mixture designs of the refer-
ence samples used for comparison in the literature. Second,
it is due to the variability in the permeability measurements
themselves, which was found to be between 30 and 50% for
identical concrete samples.?

This paper aims to quantify the variability observed
in the data recorded in the literature by providing experi-
mental data regarding the impact of mixture proportions and
curing conditions on the hydraulic permeability of concrete
samples. This paper illustrates the influence of w/c, curing
duration, entrained air content, coarse aggregate (CA) size,
and CA volume on the water transport in concrete. The
impact of these various parameters was studied on concrete
samples without PRAs, with crystalline product PRA in a
liquid form, and with crystalline product PRA in a powder
form. Two experimental procedures have been used to assess
fluid transport in the concrete samples and are both based
on quantifying water penetration in the concrete. The first
assesses the depth of water penetration using visual inspec-
tion according to a modified version of the DIN 1048-5:1991
procedure.?! The second uses neutron radiography (NR)
to determine the amount of water penetrating through the
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depth of the concrete. For both procedures, the samples were
exposed to water pressure applied to one face of the sample
for the same testing duration. Previous work®? concluded
that the depth of water penetration values obtained from
visual inspection may underestimate the actual depth of
water penetration.

RESEARCH SIGNIFICANCE
Challenges exist in accurately measuring hydraulic
permeability in concrete? and assessing the benefit of PRAs
in reducing water transport in concrete.?> This paper quan-
tifies the variability associated with hydraulic permeability
measurements by evaluating the influence of the mixture

Table 1—Chemical and physical properties of
cement used in this study

Cement oxides Percent by mass of OPC /11

Silicon dioxide (SiO,) 19.90
Aluminum oxide (Al,03) 4.50
Ferric oxide (Fe,053) 3.10
Calcium oxide (CaO) 64.00
Magnesium oxide (MgO) 2.30
Sulfur trioxide (SO;) 3.30
Equivalent alkali (NayOcq) 0.55
Loss on ignition (LOI) 3.10

Bogue phase composition Percent by mass of OPC I/II

proportions and the curing duration. Understanding the
impact of various parameters on concrete hydraulic perme-
ability is key in developing a plan to reduce variability for
tests conducted between laboratories, thereby improving
permeation measurements for use in concrete durability
specifications.

EXPERIMENTAL PROGRAM
Experimental design

The chemical and physical properties of the Type I/II ordi-
nary portland cement (OPC; ASTM C150/C150M-19a) used
in this study are given in Table 1. The Blaine fineness of
the cement was 379 m?/kg. The fine aggregate was natural
river sand with a specific gravity of 2.61 and an absorption
of 1.79%. The CA (American Association of State Highway
and Transportation Officials [AASHTO] No. 8 and 57) had a
specific gravity of 2.80 and absorption values of 1 % and 0.7%,
respectively. The AASHTO standard used for the aggregate
size is AASHTO M 43. Various admixtures have been added
to the concrete mixture design, including a high-range water-
reducing admixture (HRWRA), PRA in a powder form,
and a PRA in a liquid form. Both PRAs used in this study
fall within the category of crystalline products as per the
classification of ACI 212.3R-16'® and have similar active
ingredients.

Seventeen concrete mixtures were prepared in this study
with varying w/c, entrained air content, CA size, CA volume
fraction, and PRA type to study the impact of these various
parameters on the fluid transport in concrete under pressure.
The mixture characteristics of concrete samples without any
PRAs are shown in Table 2. Table 3 illustrates the mixture
characteristics of concrete samples containing PRA in either
liquid or powder form.

Tricalcium silicate (C5S) 67.00
Dicalcium silicate (C,S) 3.00
Tricalcium aluminate (C;A) 6.00
Tetracalcium aluminoferrite (C,AF) 9.00
Specific gravity 3.15

Table 2—NMixture proportions and fresh properties of concrete mixtures without PRAs

Mixture ID 1-U 2-U 3-U 4-U 5-U 6-U 7-U
CA, kg/m? 979 984 977 984 982 1119 956
Sand, kg/m? 887 891 887 891 891 762 891
Cement, kg/m? 427 386 349 338 386 386 386
Water, kg/m? 149 162 174 142 162 162 162
HRWRA, L/m? 2.06 0.97 0.53 0.97 1.30 0.75 0.99
Powder PRA, %bwem 0 0 0 0 0 0 0
Liquid PRA, L/m? 0 0 0 0 0 0 0
wlc 0.35 0.42 0.50 0.42 0.42 0.42 0.42
Designed air content, % 2.5 25 2.5 6.0 2.5 2.5 2.5
Measured air content, % 2.9 2.5 3.0 6.6 2.8 2.1 2.5
Paste V., % 28.5 28.4 28.5 24.9 28.4 28.4 28.4
CA Vs, % 35.0 35.0 349 35.0 35.0 40.0 35.0
Sand Vj, % 339 33.9 339 33.9 339 29.0 339
Slump, mm 210 191 171 197 184 172 178
Unit weight, kg/m? 2436 2425 2393 2329 2421 2433 2399
Curing duration, days 28 28 28 56 56 56 56

Note: U is untreated; V; is volume fraction; the paste V' displayed in this table does not include the V; of entrained air content; %bwcm is percent by weight of cement.
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Table 3—Mixture proportions and fresh properties of concrete mixtures with PRAs

Mixture ID 1-P 1-L 2-P 2-L 3-P 3-L 4-L 5-L 6-L 7-L
CA, kg/m? 979 979 984 984 977 977 984 982 1119 956
Sand, kg/m? 887 887 891 891 887 887 891 891 762 891
Cement, kg/m? 427 427 386 386 349 349 338 386 386 386
Water, kg/m? 149 149 162 162 174 174 142 162 162 162
HRWRA, L/m? 2.55 2.26 1.45 1.09 0.97 0.88 1.09 1.61 0.8 0.99
Powder PRA, %bwem 1 0 1 0 1 0 0 0 0 0
Liquid PRA, L/m? 0 6.2 0 6.2 0 6.2 6.2 6.2 6.2 6.2
wlc 0.35 0.35 0.42 0.42 0.50 0.50 0.42 0.42 0.42 0.42
Designed air content, % 2.5 2.5 2.5 2.5 2.5 2.5 6.0 2.5 2.5 2.5
Measured air content, % 2.8 2.9 2.7 2.6 3.0 3.0 5.5 2.4 2.2 2.8
Paste V., % 28.5 28.5 28.4 28.4 28.5 28.5 249 28.4 28.4 28.4
CA Vs, % 35.0 35.0 35.0 35.0 349 349 35.0 35.0 39.9 35.0
Sand V, % 339 339 33.9 339 339 339 33.9 339 29.0 339
Slump, mm 210 203 178 197 171 185 197 184 178 191
Unit weight, kg/m? 2450 2443 2415 2425 2388 2393 2355 2437 2434 2377
Curing duration, days 28 28 28 28 28 28 56 56 56 56

Note: V. is volume fraction; P is powder PRA; L is liquid PRA; the paste V; displayed in this table does not include the Vj; of entrained air content.

The mixing procedure consists first of adding water into
the mixer, then adding HRWRA and liquid PRA (when
applicable). The CA, cement with powder PRA (when
applicable), and sand were then consecutively loaded into
the mixing drum. The powder PRA was added to the dry
cement when applicable. The materials were then mixed at
high speed for 7 minutes.

The slump (ASTM C143/C143M), unit weight (ASTM
C138/C138M), and air content (ASTM C231/C231M) were
measured immediately at the end of the mixing duration
by an ACI Level I certified technician. The HRWRA was
adjusted to achieve a slump of 178 + 13 mm (7 + 0.5 in.,
which is the original unit in which the slump was measured
in this study) for all concrete mixtures prepared in this study.

For each concrete mixture, samples with various geome-
tries were prepared as follows:

*  Six cylindrical concrete samples of 152 mm in diam-
eter and 305 mm in height were used for depth of
water penetration following the modified procedure of
DIN 1048-5.3" A description of how the samples were
cut for this test is given later in this paper.

*  Two concrete prisms of 76.2 mm in width, 76.2 mm
in height, and 254 mm in length were used to measure
fluid transport in concrete samples under pressure using
NR measurements.? A description of how the samples
were cut for this test is given later in this paper.

*  Two cylindrical concrete samples of 102 mm in diam-
eter and 203 mm in height were used for compressive
strength testing following ASTM C39/C39M.

For all three geometries, the fresh concrete was placed in
two layers, and each layer was vibrated until the surface was
flattened without segregation to achieve good consolidation.
The surface of the concrete was finished. Samples were
sealed cured for 24 hours, after which they were demolded
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Table 4—Comparing influence of various
parameters on hydraulic permeability of concrete

Influence of following parameters on fluid

movement in concrete Mixture IDs to compare

1-U, 1-P, and 1-L
PRAs 2-U, 2-P, and 2-L
3-U, 3-P, and 3-L

1-U, 2-U, and 3-U

wle 1-P, 2-P, and 3-P
1-L, 2-L, and 3-L
Entrained ai tent 4-U and 7-U
ntrained air conten 4L and 7-L
. 5-U and 7-U
CAsize 5-Land 7-L
. 6-U and 7-U
CA volume fraction 6L and 7-L

and moist cured at 23 + 2°C for either 28 or 56 days, as listed
in Tables 2 and 3.

Table 4 illustrates the mixture IDs prepared to examine
the influence of various parameters on the fluid transport in
concrete under pressure.

Experimental procedures for fluid ingress
measurements and results illustration

Two procedures were used to determine the fluid trans-
port in concrete samples under pressure: 1) a modified DIN
1048-5 standard; and 2) NR measurements.

The first procedure, based on DIN 1048-5,3" consists of
visually determining the depth of water penetration at the
end of the exposure period of concrete samples to water pres-
sure. At the end of the designated curing period, a cylindrical
sample of 102 mm in height and 152 mm in diameter was cut
from the middle section of each of the cast concrete samples
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Fig. 1—(a) Isometric drawing of pressure cell used for depth of water penetration measurements following DIN 1048-5; and
(b) depth of water penetration measurements. Note that water ingress is identified using black permanent marker, as illustrated

in this figure.
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Fig. 2—(a) Isometric drawing of pressure cell used for fluid transport measurements using NR; and (b) neutron radiograph for

concrete sample inside pressure cell.

(diameter of 152 mm and height of 305 mm) using a water-
cooled, diamond-tipped saw blade. The vertical sides of the
cut sample were sealed with aluminum tape. The sample was
then submerged in water for 24 hours before placing it in the
test apparatus illustrated in Fig. 1(a). The sample was then
exposed to a water pressure of 0.5 MPa for 7 days, after
which the sample was split in half using ASTM C496-96.
The depth of water ingress was immediately marked, and
the maximum depth of water penetration was recorded for
each sample (Fig. 1(b)). Six samples were tested for each
mixture to obtain the average value and standard deviation
of the maximum depth of water penetration.

The second procedure used NR to quantify the amount
of water penetrating the concrete sample exposed to water
pressure with a high spatial and temporal resolution. This
procedure has been defined and compared with the procedure
based on DIN 1048-5,3132 where it was shown that visual
inspection underestimates the depth of water penetration.

The NR measurements use a different sample geometry
(prisms) than that used for visual inspection (cylinders).
At the end of the curing period, three prismatic concrete

110

samples of 76.2 mm in height, 76.2 mm in width, and
38.1 mm in depth were cut from the middle section of the
cast beam using a water-cooled, diamond-tipped saw blade.
This geometry has been chosen for NR measurements as it
allows the volumetric water content per pixel area to remain
in the measurable range.>* Similar to the visual inspection
procedure, the vertical sides of the sample were sealed with
aluminum tape before submerging the sample in water for a
24-hour duration. The sample was placed inside the perme-
ability apparatus and exposed to 0.5 MPa water pressure for
7 days, as illustrated in Fig. 2(a).

The permeability apparatus was placed in the NR facility
at the Oregon State TRIGA® Reactor (OSTR). This facility
isa 1.1 MW water-cooled research reactor that uses uranium/
zirconium hybrid fuel elements in a circular grid array.
The tangential beam port used by the NR facility allows
thermal neutrons, 0.091 eV + 0.015 eV; 4.41 x 10°+ 2.9 x
10°3 neutrons cm2 s7!, to pass through the collimator.>* The
permeability apparatus is located in the neutron beam line in
front of the imaging system that consists of a cesium iodide
scintillation detector (Csl, with 5 um diameter doped with

ACI Materials Journal/November 2023
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Fig. 3—(a) Initial and final DOS during permeability test; and (b) increase in DOS of concrete sample at end of permeability

test.

gadolinium) and a digital camera (50 mm /1.2 lens). More
information on the NR facility and its layout at the OSTR
can be found in Moradllo et al.>* and Ghantous et al.3* The
spatial resolution of the radiographs is approximately equal
to 90 um.*’

Figure 2(b) illustrates an NR of a concrete sample inside
the permeability apparatus. The water penetration cannot be
accurately quantified in the top section of the sample (that
is, 8 £ 1.2 mm from the surface) and the bottom section of
the samples (that is, 70 to 76.2 mm depth) (Fig. 2(b)). This
is because these two sections are located inside the upper
and lower compartment of the permeability cell, where the
neutron beam interacts with the fixture, gasket, water, and
the sample and gets attenuated significantly. As illustrated in
Fig. 2(b), a pinhole is present in the lower compartment of
the permeability cell to allow pressure dissipation.3?

Radiographs of the concrete sample inside the permea-
bility apparatus were captured throughout each test to quan-
tify the water ingress through the sample depth. Five radio-
graphs were collected for each sample with an exposure
time of 2 seconds. In addition, five radiographs were also
collected from the background with an open beam (flat field)
and a closed beam (dark field). ImageJ software combined
the five radiographs collected for each element (sample, flat
field, dark field) using a median filter to reduce measurement
variability. Flat-field and dark-field radiographs were used
to eliminate the background noise and artifacts caused by
gamma rays, as illustrated in Eq. (1)’

]sample - IDF

Lh=——7— (1

]FF - IDF

where I, is the neutron transmitted intensity through the
concrete sample after background correction; Iy is the
neutron transmitted intensity through the concrete sample
before background correction; and /- and I are the neutron
transmitted intensities through the flat-field and dark-field
radiographs, respectively. Lupie, Irr, and Ipr were measured
in the region of interest illustrated by the rectangle drawn in
Fig. 2(b).
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At the end of the permeability test (7 days), the samples
were removed from the permeability cells, and the
aluminum tape was removed before exposing the concrete
samples to drying at 105°C. Drying continued until reaching
a constant mass (that is, less than 0.01% variation within
24 hours). Five radiographs were collected for the oven-
dried samples, open beam, and closed beam. A median filter
was used to combine the radiographs of each element. The
samples were then vacuum saturated using saturated lime
solution following the procedure described in AASHTO TP
135-20.3%3° At the end of the vacuum-saturation procedure,
the samples were kept immersed in the solution for 48 =+
4 hours at atmospheric pressure. After that, radiographs were
collected on the vacuum-saturated samples (that is, with all
pores filled with solution) and on the background with an
open and closed beam.

The degree of saturation (DOS) along the depth of the
concrete samples was then calculated using Eq. (2)

where DOS, is the DOS along the depth of the concrete
sample at a given duration of exposure to water pressure;
1, is the corrected neutron transmitted intensity through the
concrete sample at a given duration of exposure to water
pressure; Ipp is the corrected neutron transmitted inten-
sity through the oven-dried concrete sample; and 7, is the
corrected neutron transmitted intensity through the vacuum-
saturated concrete sample.

Figure 3(a) illustrates the DOS profile along the sample
depth before exposure to water pressure (0 minutes) and
7 days after exposure to water pressure. The increase in the
DOS is visible in the dashed surface, calculated according to
Eq. (3), and illustrated in Fig. 3(b)

DOSinc = DOS7d - DOSlni (3)
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Fig. 4—Comparison of average initial degree of saturation
obtained from NR measurements with that obtained from
gravimetric measurements.

where DOS;,. is the increase in DOS; DOS,, is the DOS
profile measured after 7 days of exposure of the concrete
sample to water pressure; and DOS,,; is the initial DOS of the
saturation profile measured on the concrete sample before
exposure to water pressure.

The initial DOS of the concrete before exposure to
water pressure is important and influences the fluid ingress
measurements. The average initial DOS obtained from NR
measurements for each mixture was calculated according to
Eq. (4) and compared to the gravimetric values calculated
according to Eq. (5). As illustrated in Fig. 4, the average
initial DOS obtained from NR measurements is within £5%
of the gravimetric measurements. Table 5 illustrates the
average initial DOS values obtained from NR measurements
for each mixture tested in this study

2., DOS;
DOSing = z+

“4)
where DOS;,; nr 1s the average initial DOS along the sample
depth obtained from NR; # is the number of pixels between 9
and 65 mm depth—that is, areas that are not interfering with
the testing fixture as stated earlier; and DOS; is the value of
the DOS at each pixel along the sample depth

mo — my— Mop

DOS["i'G = Msqr — Mop (5)

where DOS;,;.¢ is the initial DOS obtained from gravimetric
measurements before the exposure of the sample to water
pressure; m is the mass of the sample before exposure to
water pressure (g); my; is the mass of aluminum tape (g);
mop 1s the mass of the oven-dried sample (g); and m,, is the
mass of the vacuum-saturated sample (g).

Equation (6) can be used to calculate the increase in the
mass of the concrete sample due to water ingress after 7 days
of exposure to water pressure™

Am = 27 X pixel X Py )XW (6)
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Table 5—Initial degree of saturation for all
mixtures at beginning of permeability test

Average initial degree of saturation

Mixture ID (0 minutes)—NR measurements, %
1-U 81.9+4.5
1-P 773+4.5
1-L 76.7+5.9
2-U 88.2+3.0
2-pP 85.1+£3.0
2-L 87.5+23
3-U 74.8 £4.6
3-pP 75.0+3.5
3-L 74.0 £3.5
4-U 88.3+2.8
4-L 89.5+£2.5
5-U 86.0+£2.4
5-L 89.9+3.0
6-U 92.6+2.8
6-L 95.4+3.6
7-U 94.5+£2.6
7-L 96.5+2.8

where Am is the total change in the mass of the sample
at the end of 7 days of exposure to water pressure due to
water ingress between 9 and 64 mm depth; /7, and [;,; are
the corrected neutron transmitted intensities through the
concrete sample after 7 days of exposure to water pressure
and before exposure to water pressure, respectively; S, is
equal to 0.0081 mm?; p,, is the water density (1 g/cm?); Z,,
is the macroscopic cross section of water, measured to be
equal to 0.1304 mm™' according to the procedure detailed
in Moradllo et al.?* and Goodwin et al.*’; n is the number of
pixels along the sample depth (between 9 and 65 mm); and w
is the number of pixels in the width of the sample.

RESULTS AND DISCUSSION

Influence of PRAs and w/c on fluid transport
in concrete

Figure 5 illustrates the increase in DOS along the depth of
the concrete samples after 7 days of exposure to water pres-
sure for mixtures with various w/c and with and without PRAs.
Figure 6(a) illustrates the increase in the mass of the samples,
calculated from NR measurements according to Eq. (6), for
different PRA forms as well as w/c. The depths of water
penetrations obtained using visual inspection on mixtures with
various w/c and various PRA forms are illustrated in Fig. 6(b).
It can be first noted from both Fig. 5 and 6 that the amount
and depth of water penetrating the concrete samples increased
with the increase in the w/c, irrespectively of the PRA form.
Samples with a low w/c (that is, 0.35 in this study) have less
capillary porosity and lower pore connectivity, which explains
their low hydraulic permeability.*! An increase in the w/c of
the concrete mixture from 0.35 to 0.50 leads to an increase in
the concrete capillary porosity and porosity at the interfacial
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Fig. 6—Influence of PRAs on fluid ingress in concrete samples with various w/c, as illustrated using: (a) mass gain obtained
from NR measurements, and (b) visual depth of water penetration.

transition zone (ITZ) between the aggregate and cement
paste.**? The increased capillary porosity and connected ITZ
porosity would be expected to increase the hydraulic perme-
ability and decrease the compressive strength of concrete
samples, as illustrated in Fig. 7(a).
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Second, for both mixtures with a w/c of 0.42 and 0.50,
samples with both liquid and powder PRAs outperformed
plain concrete samples and showed a lower amount of water
penetrating the concrete samples. For samples with a w/c of
0.35, the amount of water penetrating untreated samples (that
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Fig. 7—Influence of PRAs on: (a) compressive strength of concrete, and (b) slump of concrete with various mixture designs.

is, without PRAs) was hard to distinguish from samples with
liquid or powder PRAs due to the low hydraulic permeability
of these samples due to their dense matrix. Consequently,
the benefit of PRAs in reducing the hydraulic permeability
of concrete is immediately visible for mixtures with a w/c
higher than 0.35 (that is, with high hydraulic permeability).
This is consistent with the findings of Hassani et al.,?* where
it was shown that the efficiency of PRAs is highly dependent
on the w/c and type of cementitious materials used (various
SCM types).?

Third, it can be noted that liquid PRA outperforms powder
PRA in decreasing fluid ingress in concrete (that is, reducing
the amount of water penetrating the concrete sample and the
depth of water penetration), as illustrated in Fig. 5 and 6.

Figure 7(a) illustrates the compressive strength evolution
with respect to time, PRA form, and w/c. Based on Fig. 7(a),
it can be noted that the addition of PRA does not influence
the compressive strength of the concrete samples, which is
consistent with the literature. '3

Furthermore, the targeted slump of 178 + 13 mm was
achievable for all mixtures irrespective of the PRA form
(liquid or powder) (Fig. 7(b)). Liquid and powder PRAs
are chemically similar; however, liquid PRA is distributed
more uniformly during mixing. In contrast, powder PRA
requires more mixing time and a greater amount of HRWRA
to achieve the same targeted slump (Table 3). Consequently,
liquid PRA is slightly more efficient than powder PRA.
Based on the results of this study, liquid PRA can be benefi-
cial in decreasing fluid ingress in concrete samples.

Influence of curing duration on fluid transport
in concrete

Figure 8(a) illustrates the increase in DOS for untreated
samples at 28 and 56 days (that is, without PRAs). In
contrast, Fig. 8(b) shows the increase in DOS for samples
made with liquid PRA at 28 and 56 days. The influence of
curing duration on the depth of water penetration obtained by
visual inspection is illustrated in Fig. 9(a) for both mixtures
with and without liquid PRA.

The increase in the moist-curing duration from 28
to 56 days significantly decreased the amount of water
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penetrating the untreated concrete sample (Fig. 8(a)). This is
consistent with a decrease in the depth of water penetration
(Fig. 9(a)). The increased curing duration resulted in a larger
volume of hydration products and a decrease in the capil-
lary porosities* (Fig. 8(d)). This increase in matrix density
decreased pore connectivity,* resulting in less fluid ingress.
Figure 8(c) shows a higher initial DOS in samples that were
moist-cured for 56 days compared to those moist-cured for
28 days (due to water curing). The volume of empty pores
in the 56-day cured samples is smaller than in the 28-day
cured samples. That could also explain the visible decrease
in the fluid ingress with the increase in the curing duration of
untreated concrete samples.

The increase in DOS measured in the samples cured for
28 days (empty symbols) and those cured for 56 days (filled
symbols) is more significant for untreated samples (Fig. 8(a))
than in the samples with liquid additives (Fig. 8(b)). Conse-
quently, when liquid PRA is added to the concrete mixture
design, the influence of the curing duration on the fluid
ingress in the concrete samples exists but is less noticeable
than that of the untreated samples (Fig. 8(b) and 9(a)). This
agrees with the results in Pazderka and Héajkova.?® Crys-
talline PRAs absorb water that reacts with the hydration
products, leading to crystalline products that densify the
matrix and reduce permeability. Thus, the densification of
the matrix induced by the increase in the curing duration
from 28 to 56 days will have less of an impact on the fluid
ingress in samples containing liquid PRA. It should also be
noted from Fig. 8(c) and Table 5 that the initial DOSs of
all mixtures cured for 56 days and containing liquid PRA
are slightly higher than the untreated mixture. This could be
linked to their hydrophilic characteristic.

Influence of entrained air content on fluid
transport in concrete

For untreated concrete, the amount of water and the depth
of water penetration increased with the increase in the
entrained air content, as illustrated in Fig. 10(a) and 9(b),
respectively. Figure 11(a) illustrates that the initial DOS
measured along the depth of the concrete samples with
2.5% air is greater than the DOS measured on samples with
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illustrated using visual depth of water penetration.

6.0% air. This is due to the entrained air voids being vapor-
filled (that is, empty) at the beginning of the pressure test
(Fig. 11(b)) and filling during testing.*’

These results illustrate the importance of the initial DOS at
the start of the permeability test on the fluid ingress results.
Consequently, close attention is needed for the sample
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preconditioning before the permeability test. The same DOS
should be ensured in two different samples at the start of the
permeability test to be able to compare their resistance to
fluid ingress.

The influence of the entrained air content on the amount
of water and depth of water penetrating concrete samples
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Fig. 11—(a) Initial DOS with respect to entrained air content of concrete, and (b) illustration of volume fraction of entrained

air filled at start of permeability test.

with liquid PRAs is less visible than in the mixtures without
PRAs, as shown in both Fig. 10(b) (empty symbols and
filled symbols close to each other) and Fig. 9(b). This is due
to the reduced permeability of samples with liquid PRA, as
previously explained.

Influence of CA volume and size on fluid transport
in concrete

The fluid ingress measured on untreated concrete samples
increased with an increase in the CA volume fraction from
35 to 40%. This was visible from both the NR measurements
(Fig. 12(a)) and visual inspection (Table 6). The volume frac-
tion of paste was constant for both Mixture 7 (with 35% CA
volume fraction) and Mixture 6 (40% CA volume fraction),
while the volume fraction of sand was changed between
these two mixtures (Tables 2 and 3).

To explain this difference in measurements, the literature
describes that an ITZ can exist between the cement paste
and the aggregates as a result of poor packing of the cement
grains around the aggregate surfaces and the preference for
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calcium hydroxide to precipitate on the aggregate surfaces.*
The ITZ is more porous (less dense) than the bulk paste
matrix,*® and therefore the ITZ influences the transport
properties of the concrete. Shane et al.*’ showed that the
permeability of the ITZ is up to 500 times greater than the
permeability of the paste. An increase in the permeability of
mortar samples was noted by increasing the volume frac-
tion of fine aggregates from 35 to 45%,*7*® which is ascribed
to ITZ percolation. Similarly, by increasing the CA volume
from 35 to 40%, ITZ percolation increased as well as ITZ
connection to the concrete surface in contact with water (as
illustrated later). This leads to an increase in the fluid ingress
in concrete exposed to water pressure.

Based on NR measurements, the amount of water
penetrating the concrete samples with liquid PRA appears
comparable for both concrete mixtures with different CA
volume fractions (Fig. 12(b)). In addition to the fact that
crystalline liquid PRA works by densifying the matrix
and decreasing its permeability,'® the ITZ in the literature
is dependent on parameters including admixture dosage,
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Table 6—Influence of CA volume fraction and size on depth of water penetration in concrete samples

Depth of water penetration by visual inspection at 56 days, mm

40% CA volume fraction (AASHTO
No. 57 and 8; Mixtures 6-U and 6-L)

35% CA volume fraction (AASHTO
No. 57 and 8; Mixtures 7-U and 7-L)

35% CA volume fraction (AASHTO
No. 8; Mixtures 5-U and 5-L)

Untreated 24443 22+43 25+2.4
Liquid PRA 22+5.6 17+3.8 19+5.0
Increase in DOS (%) Increase in DOS (%)
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Fig. 12—Influence of volume fraction of CA on fluid transport in concrete samples: (a) without PRAs, and (b) with liquid PRA.
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Fig. 13—Influence of size of CA on fluid transport in concrete samples: (a) without PRAs; and (b) with liquid PRA.

mixing procedure, and w/c.*>>° For instance, the ITZ was
absent or hard to identify in mixtures with a low w/c or in
mixtures containing silica fume.*® It could be hypothesized
herein that liquid PRA may be beneficial in decreasing the
porosity of the ITZ. The depth of water penetration obtained
by visual inspection did show a slight increase with the
increase in the CA volume fraction of samples with liquid
PRA (Table 6). Differences between the NR and visual
observations may be due to the higher variability in optical
inspection measurements and the dependency of the visi-
bility of water by the naked eye on the size of pores being
filled with water.??

The amount of water, illustrated in Fig. 13(a), as well as
the depth of water penetration, noted in Table 6, in untreated
concrete samples prepared with small CA size (AASHTO
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No. 8), are higher than those reported on untreated concrete
samples with a better CA size distribution (AASHTO No. 8
and 57). Similarly, the CA size also impacted concrete with
liquid PRA. Still, the influence of CA size on fluid ingress
in concrete samples with liquid PRA was less advanced than
in concrete without liquid PRA (Fig. 13(b) and Table 6). By
decreasing the CA size and keeping their volume fraction
constant, the surface area of the ITZ increases in addition
to a possible increase in ITZ percolation, as schematized in
Fig. 14. This will lead to a higher porosity and conductivity
pathway, allowing for water ingress in the concrete samples.

In addition, the initial DOS for untreated mixtures with
AASHTO No. 8 CA was 86.0 &+ 2.4%, which is lower than
the mixture containing AASHTO No. 8 and 57 CA (94.5 +
2.6%), as noted in Table 5. Similarly, the initial DOS of
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Fig. 14—lllustration of influence of CA volume fraction and size on ITZ percolation and connectivity to concrete surface. Note
that only CAs are illustrated in this schematic presentation, and sand is not illustrated herein.

samples with liquid PRA and small CA size (Mixture 5-L)
was 7% higher than the average initial DOS measured on
samples with liquid PRA and better CA size distribution
(Mixture 7-L). The surface area of the ITZ increased when
the size of CA decreased, and these larger pore sizes will
take longer to fill at atmospheric pressure. For this reason, at
the start of the uniaxial water pressure test, more pores will
be empty in samples with smaller CA sizes (Mixtures 5-U
and 5-L) compared to mixtures with coarser aggregates
(AASHTO No. 8 and 57). This will then lead to more fluid
ingress in the sample with smaller CA size.

CONCLUSIONS

This paper provided experimental data regarding the
influence of water-cement ratio (w/c), entrained air content,
coarse aggregate (CA) size, CA volume, curing duration,
and permeability-reducing admixtures (PRAs) on the water
transport in the concrete samples under water pressure
applied to one face. At the end of the pressure test, the depth
of water penetration was assessed by visual inspection,
while neutron radiography (NR) was used to determine the
amount of water ingress in the sample depth.

As expected, reducing the w/c or increasing the curing
duration decreased the fluid transport in concrete due to a
reduction in porosity and connected flow paths through
pores.

Liquid and powder PRAs, with a crystalline products
classification, were proven beneficial for decreasing the
water transport in concrete mixtures without impacting the
compressive strength. However, for samples with a low w/c
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(that s, 0.35 in this study) or long curing duration (56 days in
this study), the benefit of admixtures is less than in mixtures
with a higher w/c or shorter curing durations.

The liquid and powder PRAs used in this study were
chemically similar; however, the performance of the liquid
PRA was more consistent than the powder PRA, likely due
to better dispersion. It was also noted that the mixtures with
powder PRAs required additional high-range water-reducing
admixture (HRWRA) to achieve the targeted slump.

Fluid ingress increased with entrained air content due
to the lower initial degree of saturation (DOS) in concrete
with a higher air content. This is because larger air voids
(that is, entrained and entrapped air voids) take longer to fill
than matrix pores (gel and capillary pores) at atmospheric
pressure.

An increase in the volume of CA (from 35 to 40%) or a
decrease in the size of the CA (from AASHTO No. 57 and
8 to only AASHTO No. 8) increased the fluid ingress in the
concrete samples due to the increase in the interfacial transi-
tion zone (ITZ) percolation and connectivity.

The impact of the curing duration, entrained air content,
CA volume fraction, and CA size on the fluid ingress in
concrete samples was less noticeable in mixtures with PRA
than in untreated mixtures. The liquid PRA reduced concrete
permeability by absorbing water, reacting with the hydra-
tion products, and forming crystalline products that densify
the matrix. As a result of the reduced porosity (high matrix
density) of samples with liquid PRA and the corresponding
low permeability, the influence of mixture proportions
and curing duration was less noticeable on fluid ingress
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in samples with PRAs than on untreated concrete (that is,
samples without PRAs).

The initial DOS before the start of the permeability test
has a significant influence on the fluid ingress measure-
ments. Care should be taken during sample preconditioning,
and the same DOS should be ensured at the start of the test
for an accurate comparison between two separate concrete
samples.
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To improve the added application value of an industrial waste stone
powder (SP), the optimizing mechanism of SP for the structure and
composition of hydrothermal synthetic hardened cement stone was
investigated in this paper. Cement was partially replaced by SP,
silica fume (SF), or ground-granulated blast-furnace slag (GGBS),
and then the microstructure with different SP content was tested
through X-ray diffraction, thermogravimetric analysis (TG-DTG),
mercury intrusion porosimetry (MIP), and scanning electronic
microscopy. The findings indicate that the incorporation of SP in
autoclaved products significantly enhanced compressive and flex-
ural strengths. As the proportion of SP in cement was increased, a
corresponding increase in the content of tobermorite within auto-
claved cement mortar was observed. This increase in tobermorite
concentration results in an initial rise followed by a subsequent
decline in both compressive and flexural strengths. The maximum
compressive and flexural strengths were achieved at an SP content
of 15%. In addition, the mechanical strength was further improved
by adding SP+GGBS or SP+SFE. The strengthening mechanism of
SP reveals that the change in the ratio of calcium and silicon ions
(C/S) caused by SP in the sample was conducive to the formation
of tobermorite and strength increase. Meanwhile, an increase in
the quantity and a decrease in the crystal size of tobermorite were
observed with an increase in the content of stone powder, resulting
in a more compact microstructure of the sample. Moreover, the
mechanical strength of cement composites doping SP+GGBS or
SP+SF was further improved through superposition effects of SP
and GGBS or SF with high activity. Currently, it is mainly applied
to pipe pile products, and the strengthening effect of SP increases
its use value. Meanwhile, the study of SP strengthening mechanism
has laid a theoretical foundation for its application in high-strength
autoclave and improved the relevant theory.

Keywords: hydrothermal synthesis; microstructure; stone powder;
tobermorite.

INTRODUCTION

Natural sand is a non-renewable resource. In recent years,
due to the shortage of natural sand resources and its rising
price, manufactured sand has been widely used because of
its stable quality, low cost, and environmental friendliness.
The widespread employment of manufactured sand has
resulted in the generation of substantial quantities of stone
powder (SP) by-products, thereby creating a pressing need
for their increased use.!?

According to the upstream raw material—the composition
of stone—SP can be divided into siliceous and calcareous.
Calcareous powder is the traditional raw material resource
of concrete admixture. Currently, concrete admixtures
mainly consist of iron tailings,>* fly ash,>¢ and blast-furnace
slag.” SP lacks pozzolanic activity; however, adding a small
amount of SP to cement or concrete can enhance the micro-
structure of cement stone by exploiting its micro-filling
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effect.® Simultaneously, during high-temperature and
high-pressure autoclave curing of concrete incorporating
SP, the activated calcium component within SP undergoes a
hydrothermal reaction with siliceous materials in the mate-
rial system, thereby compensating for the inertness of SP.%!°

At present, the research has been extensive on the influ-
ence of the SP content of manufactured sand on the perfor-
mance of cement-based materials. Many scholars have
reported the influence of SP on the macroperformance of
concrete.''> Wang et al.' reported that there are obvious
differences in the influence of SP content on the elastic
modulus, compressive and flexural strengths of concrete.
Aliabdo et al.,'* Rodrigues et al.,'”* and Hyun et al.'® found
that the compressive strength, tensile strength, and elastic
modulus of concrete generally decreased with the increase
of SP content. Generally, the content of SP replacing cement
is usually less than 30%, without sacrificing too much
hardening performance.!”! The use of no more than 5%
SP instead of cement can improve the early compressive
strength of concrete.?’?! Wu et al.?? developed a statistical
analysis method to verify the impact of SP content between
3 and 15% on the mechanical properties of medium sand
C80 concrete. Similarly, Celik and Marar? revealed that
adding SP not more than 10% to replace cement can improve
the compressive strength of concrete. Besides, Li et al.>*
demonstrated that a sample has the best performance when
the SP content is 10%. Aruntas et al.>> and Binici et al.?°
found that overall replacement of cement by granite SP is
low, generally between 5 and 15%. At the same time, some
authors have found that the optimum content of SP can
improve the performance of mortar.?’?® Alyousef et al.?’
concluded that when SP replaced 20% of cement-based mate-
rials, the compressive strength increased from 30 to 41 MPa.
Abbasi et al.’® pointed out that the compressive strength
and tensile strength of samples added with 5% SP increased
18.8% and 10.46%, respectively. Some researchers have
explored the feasibility of sing SP to produce ultra-high-per-
formance concrete.*'*2 However, the study of the application
of SP in high-strength pipe piles is relatively scarce. Addi-
tionally, further investigation is required to fully understand
the impact of SP on the microstructural level of cement-
based materials.

Therefore, this study aims to investigate the perfor-
mance and micro-mechanisms of SP in the production of
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autoclaved pipe pile products by partially replacing cement
with SP, silica fume (SF), and ground-granulated blast-fur-
nace slag (GGBS). The structural analysis of the cement
mortar will be carried out using X-ray diffraction (XRD)
analysis, thermogravimetric (TG) analysis, pore structure
analysis, and scanning electronic microscopy (SEM). This
research aims to explore the impact of SP on the properties
of high-strength autoclaved concrete and its micro-mecha-
nisms, develop effective technical solutions, and enhance its
practical application value.

RESEARCH SIGNIFICANCE

The research results of this paper possess technical value,
theoretical value, and environmental protection significance.
First, the use of SP in high-strength autoclaved products can
significantly improve the compressive and flexural strengths,
which enhances its application value. Second, research on
the strengthening mechanism of SP lays a theoretical foun-
dation for its application in high-strength autoclave and
improves the relevant theories. Finally, solid waste SP is
turned into treasure for high-strength autoclaved products,
which alleviates the harm of solid waste to the environment
and harmonizes economic construction with resources and
environment.
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Table 1—Chemical composition of cementitious
materials, wt %

Materials | CaO SiO, | AlLO; | Fe,O3 SO, MgO K,0
C 65.00 | 20.90 | 4.56 3.23 2.65 0.87 0.71
SP 58.90 | 8.85 2.90 0.92 0.15 | 26.26 | 0.65
SF 0.46 | 97.77 | 0.22 0.07 0.16 0.44 0.42

GGBS | 42.16 | 32.74 | 16.12 | 0.40 1.31 5.77 0.23

Table 2—Mixture proportions, g

Code | Cement SP | GGBS | SF Sand Water PC
1 450 0 — — 1350 110 18
2 405 45 — — 1350 110 18
3 382 68 — — 1350 110 18
4 360 90 — — 1350 110 18
5 360 45 45 — 1350 110 18
6 360 63 — 27 1350 110 18

MATERIALS AND METHODS
Raw materials

SP, P-II 52.5 portland cement (C), GGBS, and SF were
used as cementitious materials, the components of which are
listed in Table 1. The XRD of SP is shown in Fig. 1 and the
particle size distribution curves of four types of cementitious
materials are shown in Fig. 2.

Table 1 reveals that SP is predominantly composed of
CaO, constituting almost 60% of the total content, followed
by MgO, which comprises over 26% of the content. Further-
more, SP is comprised of approximately 10% SiO, and a
negligible amount of Al,O;. These findings suggest that the
primary mineral composition of SP is limestone and dolo-
mite. Figure 1 shows that the mineral composition of SP is
mainly calcite, dolomite, quartz, ettringite, and so on, which
is relatively complex.

Polycarboxylate high-range water-reducing admixture (PC),
sand (S), and running water (W) were also used in this study.

Preparation methods

The design of C80 steam-cured pipe pile products was
conducted based on the mixing proportions outlined in
Table 2 and three specimens were prepared for each group.
The specimens were prepared by placing cement mortar
into a 40 x 40 x 160 mm cement mortar standard mold and
vibrating on a vibration table, as per GB/T 17671-2021. The
molded specimens were placed in a curing box at a tempera-
ture of 20 + 1°C and a relative humidity not less than 90% for
24 hours; the mold was then removed to obtain the cement
mortar specimens. After being steam-cured at 1.6 MPa and
200°C for 10 hours, the specimens were tested. The fluidity
of each mixing ratio was tested using the jump table test, as
per GB/T 2419-2005. At the same time, the 20 x 20 x 20 mm
cement paste specimens were prepared for microscopic
analysis after removing the sand from the specimen.

Test methods

The X-ray diffractometer used for semi-quantitative
analysis of the amount of hydration products using the
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R-value method had a scanning range of 5 to 90 degrees and
a scanning rate of 5 deg/min. A field emission high-resolution
SEM was used. TG analysis was conducted at a heating rate
of 10°C/min"! in a nitrogen atmosphere. Testing compres-
sive and flexural strengths by cement compression and
bending resistance were performed with an integrated test
machine with a 50 N/s loading rate. The total porosity and
pore size distribution of specimens were tested using an
automatic mercury porosimeter with a measurable pore size
range of 5 nm to 800 um.

RESULTS AND DISCUSSION

Fluidity

The influence of different amounts of SP on the fluidity of
the sample is presented in Fig. 3. The results indicate that the
fluidity of the sample initially decreases and then increases
with an increase in SP content. The reduction in fluidity
is evident when compared to the sample without SP, with
decreases of 2.4% and 12.7% observed when the SP content
is 10% and 15%, respectively. However, when the SP content
is increased to 20%, the fluidity of the sample increases by
12.7%. Furthermore, when combined with mineral powder
or silica fume, an increase in fluidity of 4.8% and 11.1%,
respectively, is observed.

Compressive and flexural strengths

Autoclaved mortar was prepared by replacing 0, 10, 15,
and 20% cement with SP and SP mixed with SF or GGBS,
respectively. The results are shown in Fig. 4.

Based on the data presented in Fig. 4, it is evident that
the addition of SP in quantities of 10, 15, and 20% results
in corresponding improvements in flexural and compres-
sive strengths when compared to the control sample, which
contains no SP. The improvements in flexural strength are
2%, 13.3%, and 8.1%, respectively, while the improve-
ments in compressive strength are 0.6%, 2.6%, and 0.9%,
respectively.

With the increase of SP content, the compressive and
flexural strengths increase initially and then decrease. And
the strength increases with the enhancement of SP content
when SP content does not exceed 15%. The reasons may
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Fig. 4—Influence of SP, SF, and GGBS on strength of hard-

ened cement mortars.

be: 1) SP optimizes the gradation of the mortar system as
fine aggregate fills the voids between the cement particles,
which makes the pore structure of the cement mortar more
compact®>**; 2) at the fresh mixing stage of cement mortar,
SP will absorb part of water, thus reducing the water-cement
ratio of cement paste®; and 3) SP has nucleation in cement-
based materials that promotes the growth of early hydra-
tion products of cement and optimizes the pore structure of
cement mortar.3*® The incorporation of SF or GGBS with
SP leads to a considerable improvement in both flexural and
compressive strengths. This enhancement can be attributed
to the higher reactivity of SF and GGBS compared to SP,
which can be effectively stimulated by high-temperature
steam curing, as reported in previous studies.*** When the
dosage of SP exceeds 15%, the decrease in compressive and
flexural strengths may be due to a lack of sufficient cement
content to activate the SP, resulting in a decrease in the
degree of reaction between the SP and cement.

XRD analysis

Figure 5 shows the XRD curve of each sample. In 26,
the diffraction peaks near the angles of 27 and 31 degrees
are characteristic peaks of tobermorite, which is a typical
product of autoclaved cement products. The diffraction
peaks near 18, 34, 47, and 50 degrees are calcium hydroxide
crystal (CH). The formation process of tobermorite is:
CH+Si0,—C-S-H (II)+ 0-C,SH—C-S-H (I)—tobermorite.*!
A semi-quantitative analysis of tobermorite and CH with
RIR value is*

I;
RIR; = T (1)

where [; and I, are phase i and reference substance, respec-
tively, of the integral strength of the strongest peak of
(X-A1203.

If there are N phases in a system, the mass fraction of the
i-th phase can be given by the RIR value of each phase, as
shown in Eq. (2)

L;/RIR,
" SRR, (2)
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Table 3 presents the findings which demonstrate distinct
variations in CH and tobermorite content between the
control sample and SP-containing samples. Specifically,
the control sample exhibits a markedly higher CH content
and lower tobermorite content. Comparing Samples 1 to 4,
it can be observed that the CH content gradually decreases
by approximately half as the SP content increases from 0
to 20%, while the tobermorite content increases by five
to seven times. When the content of SP increases from 15
to 20%, the aforementioned change trend changes—that
is, the CH content increases slightly and the tobermorite
content decreases slightly, which completely corresponds
to the change rule of flexural and compressive strengths of
Samples 1 to 4 in Fig. 4.

TG-DTG analysis

Figure 6 illustrates the thermogravimetric analysis
(TG-DTG) curves of the samples, indicating a distinct endo-
thermic peak close to 450°C on the DTG curve. This peak is
primarily attributed to the disintegration of CH, the hydra-
tion byproduct of cement. The endothermic peak near 520°C
is due to the disintegration of CaCO;. Furthermore, the
prominent endothermic peak between 700 and 750°C results
from the rupture of some Si-O-H bonds of tobermorite, with
two hydroxyl groups being separated from the structure, as
reported in the literature.*** In conjunction with the TG
curve, the CH content is partially estimated by the mass loss
at approximately 450°C and partially by the amount of CO,
produced during the disintegration of calcium carbonate, as
depicted in Eq. (3). Similarly, the tobermorite content can be
calculated according to Eq. (4)

TG, TG

men = 14|+ ] ©
TG

mesm, = 730 x 55 (4)

where mcy is the Ca(OH), content, %; mcsq, is the tober-
morite content, %; TG, is the weight loss from 400 to 500°C,
%; TG, is the weight loss from 500 to 600°C, %; and 7Gjs is
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Table 3—CH and C5sS¢Hs content under XRD
algorithm, wt %

Code mcy MCS H
1 452 9.7
2 26.4 50.1
3 19.9 71.0
4 22.0 60.4
5 19.6 64.5
6 14.4 48.1

Table 4—CH and CsS¢H;s content, wt %

Code mCH MC.S Hs
1 12.97 2.51
2 9.53 39.50
3 9.10 46.23
4 10.00 58.64
5 8.01 45.58
6 5.78 35.77

the weight loss from 650 to 750°C, %. The results are shown
in Table 4.

Upon comparing the data in Table 4 with that in Table 3,
notable discrepancies between the calculated CH and tober-
morite contents by TG and XRD methods are observed, yet
the variations in the calculated results by the two methods
follow similar trends. The correlation between the CH and
tobermorite contents as determined by the TG and XRD
approaches is illustrated in Fig. 7.

A high linear positive correlation is observed between
the CH and tobermorite content determined by both TG
and XRD algorithms, signifying the precision of these two
methodologies. The TG method is commonly considered to
provide more precise quantitative analysis results. Based
on the chemical composition of the raw materials provided
in Table 1 and the mixture ratios in Table 2, the calcium
ion-silicon ion ratios (C/S) of Samples 1 to 4 can be calcu-
lated. The tobermorite content of each sample, calculated
using the TG method, is then compared to its C/S. The
outcomes are presented in Fig. 8.

Figure 8 shows a high linear positive correlation between
the content of tobermorite and C/S, and the R? is close to 1,
which means the content of tobermorite is mainly affected
by C/S. As the C/S increases, the content of tobermorite
exhibits an upward trend. Further analysis demonstrates that
the incorporation of SP leads to a significant decrease in the
content of CH featuring an unstable structure. Consequently,
the consumption capacity of CH is used as an indicator for
assessing the activity of admixtures.*®

The foregoing analysis indicates that the replacement of
cement by SP alters the C/S in the sample, thereby favoring
the formation of tobermorite and leading to an enhancement
in the sample’s flexural and compressive strengths.

For Sample 5, which was mixed with SP+GGBS, or
Sample 6, which was mixed with SP+SF, the hydrothermal
synthesis products differ from those of Samples 2 to 4 due to
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Fig. 7—Relationship between CH and tobermorite content under TG and XRD.

GGBS and SF having high hydration activity under natural
conditions and undergoing pozzolanic reaction with cement
prior to autoclaved curing. Therefore, despite the tober-
morite content of Samples 5 and 6 not being higher than that
of Samples 2 to 4, their compressive and flexural strengths
are significantly improved. This is attributed to the combined
effect of SP addition resulting in higher tobermorite produc-
tion and GGBS or SF addition leading to pozzolanic reaction.

Pore size distribution

The test results of mercury injection test of each sample
are shown in Fig. 9. The data in Fig. 9 are segmented and the
results are shown in Table 5.

Wu*” presented a classification of concrete pores into four
categories: harmless pores (<20 nm), harmful pores (20
to 50 nm), less-harmful pores (50 to 200 nm), and more-
harmful pores (>200 nm). Harmless and harmful pores refer
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to the small pores in concrete that are too small to have any
significant negative impact on the strength of the hydrated
cement paste. Conversely, less-harmful and more-harmful
pores in concrete represent larger pores that are significant
enough to have severe negative impacts on the strength of
the hydrated cement paste.

Figure 9 displays the pore distribution curve of the control
sample, where three peaks can be observed. The highest
peak appears at approximately 10 nm, while the other two
peaks are positioned between 100 and 150 nm. Conversely,
the peak positions of other samples that include SP fall
between 10 and 20 nm. Table 3 illustrates that the addition
of SP leads to a significant reduction in the porosity of each
cement mortar specimen, with an increased proportion of
harmless pores less than 20 nm. The proportion of harmless
pores is the highest when SP is mixed with GGBS and SF,
and when SP alone is used, a proportion of harmless pores
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Table 5—Pore parameter statistics of samples

Pore diameter distribution, %
Code Porosity, % Average pore diameter, nm <20 20 to 50 50 to 200 >200
1 21.09 23.71 36.34 19.74 27.93 15.99
2 17.48 15.61 62.29 19.44 10.16 8.11
3 18 15.47 62.84 21.46 9.53 6.18
4 19.18 18.15 51.24 22.35 18.88 7.53
5 14.77 12.3 79.75 10.95 2.79 6.51
6 16.07 10.06 88.65 4.40 1.08 5.87
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Fig. 8—Relationship between tobermorite content and C/S
of Samples 1 to 4.

higher than 10 and 20% can be achieved with an SP content
of only 15%. Moreover, the proportion of less-harmful
and more-harmful pores is also reduced by adding SP. The
results suggest that the addition of an appropriate amount of
SP can significantly improve the pore structure of cement
paste, and the optimal effect is obtained when SP is mixed
with GGBS and SF. The analysis reveals that SP functions as
a pore-filling and nucleation agent when its content is below
15%, which optimizes the pores of cement-based mate-
rials. Nevertheless, an excessive amount of SP could have
a negative impact on the development of cement hydration
products morphology. This is due to the presence of “free”
SP, which increases the specific surface area and results in
higher water demand. As a result, the workability of cement
mortar decreases, hindering vibration and compaction, ulti-
mately leading to increased porosity of mortar and reduced
flexural and compressive strengths.*

SEM analysis

Figure 10 shows SEM analysis of each sample. The
microstructural evolution of the samples can be observed
from Fig. 10(a) to (d), where the grain size of tobermorite
gradually decreases with the increasing SP content, while
the number of grains increases. This trend contributes to
enhancing the compactness of the sample’s microstructure.
In addition, the microstructural analysis of the samples
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Fig. 9—Pore size distribution curve of samples.

doped with SP+GGBS (Fig. 10(e)) and SP+SF (Fig. 10(f))
demonstrates a gradual reduction in the crystal size of tober-
morite, accompanied by an increase in its quantity with the
increase in SP content. This signifies that the introduction of
SP elevates the crystallization point of tobermorite, leading
to a more compact microstructure. Furthermore, the pres-
ence of GGBS or SF, with their higher hydration activity,
strengthens the aforementioned effects, ultimately resulting
in a significant enhancement of the compressive and flexural
strengths of the samples.

CONCLUSIONS

1. Stone powder (SP) can effectively improve the mechan-
ical strength of high-strength autoclaved products. The
compressive and flexural strengths of autoclaved cement
mortar increase initially and then decrease with increased SP
content, in which the optimal SP content is 15%. The addi-
tion of SP + ground-granulated blast-furnace slag (GGBS)
or SP + silica fume (SF) further enhances the mechanical
strength.

2. The strengthening mechanism of SP has been eluci-
dated, providing a theoretical foundation for its use in high-
strength autoclaved products made from cement:

»  SP substitution for cement improves mechanical strength
of the cement stone by altering the calcium ion-silicon
ion ratio (C/S) and promoting tobermorite formation.

* Increasing the SP proportion decreases CH content and
markedly increases tobermorite content, resulting in
strength improvement.
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(a) 0% SP

(d) 20% SP
Fig. 10—SEM images of samples.

* The increased tobermorite crystallization points with
the addition of SP reduces grain size and increases
grain quantity, therefore improving the microstructure
compactness.

*  The mechanical strength of cement composites doping
SP+GGBS or SP+SF was further improved through super-
position effects of SP and GGBS or SF with high activity.
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The periodic evaluation of the alkali-silica reaction (ASR) suscep-
tibility of aggregates is a key strategy to eliminate the risk of ASR
development in transportation infrastructure. A reliable and prac-
tical accelerated ASR test is paramount to improve the frequency
and efficiency of the aggregate evaluation campaign. This paper
assesses the suitability of the new Turner-Fairbank Highway
Research Center ASR susceptibility test (T-FAST) as a cost-
effective tool to evaluate aggregates. Thirty-eight aggregates of
varying mineralogies, including carbonates, were characterized
using the T-FAST and AASHTO T 380. The results were compared
with historic AASHTO T 303 data. The T-FAST accurately clas-
sified the reactivity of the aggregates and was identified as the
most sensitive among the three accelerated tests. Additionally, the
combination of the T-FAST results with the possibility of accurately
determining the alkali thresholds of the aggregates provided a
broader understanding of the conditions conducive to triggering
ASR in the field.

Keywords: alkali-carbonate reaction (ACR); alkali-silica reaction (ASR);
alkali threshold (AT); coarse aggregates; miniature concrete prism test
(MCPT); Turner-Fairbank Highway Research Center ASR susceptibility
test (T-FAST).

INTRODUCTION

The identification of alkali-silica reaction (ASR) distress
in the Springfield Memorial Bridge during the 1990s is one
of the earliest examples of transportation infrastructures in
Massachusetts affected by this common concrete degrada-
tion mechanism.! The ASR symptoms manifested in the
concrete deck and some decorative elements of the bridge.
By 1996, the severity of the damages caused by ASR forced
the replacement of the full concrete deck. In the following
decade, the Massachusetts Department of Transportation
(MassDOT) identified 40 different transportation infrastruc-
ture elements—including bridges, highway sign founda-
tions, strain pole foundations, and highway sound barrier
foundations—affected by ASR.2

In 1998, MassDOT began requesting the producers for
an annual ASR evaluation of the aggregates in response to
the discovery of the first ASR cases. Since then, the annual
testing campaign of the aggregates used in the construction
of transportation infrastructure has become an important
part of the MassDOT ASR prevention strategy. The Amer-
ican Association of State Highway and Transportation Offi-
cials (AASHTO) T 303 accelerated mortar bar test (AMBT)
was the reference accelerated test used to evaluate the aggre-
gates.®> In certain cases, the information provided by the
AMBT was further supported by petrographic information
gathered according to ASTM C295-08."41n 2003, MassDOT
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launched an in-house ASR testing campaign in parallel with
the evaluation performed by the producers. Five years later,
in 2008, MassDOT created a list of approved independent
testing laboratories for performing the ASR evaluation
of the aggregates. The combined efforts between the state
agency and the industry to standardize the ASR scrutiny
of the aggregates helped in identifying the highly reactive
(HR) aggregate source behind the majority of the 40 cases
of transportation infrastructure elements affected by ASR.!
In an effort to better understand the long-term behavior of
the local aggregates, in 2012, MassDOT partnered with the
Federal Highway Administration (FHWA) to construct an
outdoor concrete exposure site in Lawrence, MA.'® This
facility contains 73 concrete blocks produced with 11 local
coarse and fine aggregates and is instrumental in under-
standing the efficacy of different mitigation strategies.

Since its implementation in 2003, MassDOT has been
looking into the possibility of improving the accuracy and
efficiency of the in-house ASR testing campaign of the
aggregates. In 2009, MassDOT started exploring the possi-
bility of using the ASTM C1293 concrete prism test (CPT)
as an alternative to the AMBT.!® The lack of accuracy of
the AMBT, reflected by the high frequency of false posi-
tives and negatives in its results, motivated the interest in
the CPT, a test with a better correlation with the field perfor-
mance of the aggregates.” In 2017, MassDOT evaluated all
the approved aggregate sources in the state using the CPT.
However, the excessive length of the CPT compared with the
AMBT (1 year versus 16 days) complicated the possibility
of maintaining the annual frequency of the in-house aggre-
gate evaluation campaign. Therefore, 1 year later, MassDOT
used the newly approved AASHTO T 380 instead."!° The
mortar concrete prism test (MCPT) only requires between
56 and 84 days to reproduce the CPT results, which signifi-
cantly improved the efficiency of the testing campaign.'"!?
More recently, in 2019, MassDOT, in cooperation with
the FHWA, launched a research project to evaluate a new
chemical ASR test, known as the Turner-Fairbank Highway
Research Center ASR susceptibility test (T-FAST), as a
faster and easier alternative to the MCPT. The T-FAST relies
on a novel chemical index to predict the alkali-silica reac-
tivity of an aggregate instead of the classic evaluation of the
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physical expansion of concrete specimens such as that used
in the CPT and MCPT." This feature provided important
advantages over the two physical tests. The T-FAST offers
the possibility of generating accurate results within 21 days
using merely 60 g of aggregate without the need to mix the
concrete.'* These attributes make the T-FAST an interesting
candidate to improve the accuracy and reduce the cost of the
annual aggregate evaluation campaign. AASHTO included
the T-FAST as a new provisional test (TP 144-21) in its
latest publication, “Standard Specifications for Transporta-
tion Materials and Methods of Sampling and Testing and
AASHTO Provisional Standards.”'>!® Besides the possi-
bility of having results within 21 days, the new T-FAST
provides additional advantages, such as the possibility of
accurately determining the alkali threshold (AT) of any
aggregate, because the test takes place in a closed system
with no alkali leaching.'*!7 The AT information in combi-
nation with the ASR classification provided by the T-FAST
is instrumental in better gauging the ASR risk posed in the
field by certain types of slowly (SR) and moderately reactive
(MR) aggregates.

This paper documents the results of characterizing 38
different MassDOT-approved aggregates under the new
T-FAST and AT tests. The aggregates selected for this
comparative study are representative of the diverse miner-
alogical compositions of the 113 aggregates approved by
MassDOT to be used in the construction of transportation
infrastructure. The information obtained with these new
tests was compared with previous classifications based on
recent MCPT measurements and historic AMBT results.

RESEARCH SIGNIFICANCE

Traditional concrete and mortar accelerated ASR methods
like the CPT and AMBT can accurately detect the presence
of alkali-silica reactive phases in most aggregates. However,
for certain SR or MR aggregates, this information is insuf-
ficient to assess their field performance.'*'?° The new
T-FAST standard is a sensitive method capable of accurately
detecting the presence of alkali-silica reactive phases in any
type of aggregate, including SR and MR.?! The high sensi-
tivity of the method, coupled with the possibility of accu-
rately determining the AT, provides a broader understanding
of the conditions susceptible to triggering the alkali-
silica reactivity of these aggregates in the field. This paper
provides examples of how T-FAST and AT results can be
used to predict the field performance of SR and MR aggre-
gates. Additionally, the paper proposes a new set of criteria
that opens the possibility of using the T-FAST to identify
and accurately classify the reactivity in a series of carbonate
aggregates.

EXPERIMENTAL PROCEDURE

Materials

Sixty-two samples of aggregates were analyzed in this
study. The samples came from a total of 38 coarse aggre-
gates with representative mineralogies of the 113 aggregates
approved by MassDOT. Twenty-four of them were collected
in two consecutive sampling campaigns to evaluate the
repeatability of the T-FAST. The classification rendered by
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the T-FAST was compared against recent MCPT and historic
AMBT expansion data. Tables 1 and 2 provide the general
petrographic descriptions of the noncarbonate and carbonate
aggregates used in the study.

The MCPT specimens were prepared using a Type I/
IT ordinary portland cement and a nonreactive (NR) sand.
The cement had a total sodium equivalent content (Na,O.q)
of 1.1%. The NR fine aggregate used was a manufactured
limestone sand from San Antonio, TX.?>? Three different
reagent-grade chemicals—calcium oxide (CaO), sodium
hydroxide, and deionized water (16 MQ-cm)—were used in
the T-FAST. The CaO had an average particle size of 4.6 um.

Methods

Concrete specimens of 50 x 50 x 285 mm were prepared to
evaluate the aggregates under the MCPT. The proportioning
and mixing of the concrete were done according to the
specifications in AASHTO T 380.!° Three specimens were
cast per aggregate, each one containing a maximum alkali
content of 1.25% of Na,O,. After 24 hours, the specimens
were demolded and stored in water at 60°C for 24 hours.
Following this 24-hour conditioning, the specimens were
immersed in a 1 N NaOH solution at 60°C for testing. The
length of the prisms was measured at regular intervals for 56
or a maximum of 84 days, depending on the reactivity of the
aggregate. The aggregate reactivity was determined based
on the classification criteria proposed by the standard.!

The T-FAST was also used to determine the alkali-silica
reactivity of the aggregates.'*!> This chemical test did not
require the mixing of concrete or mortar. Instead, a repre-
sentative 600 g sample of the aggregate, obtained in accor-
dance with AASHTO R 90-18 and AASHTO R 76-16, was
crushed down to two fractions: a finer fraction passing a
No. 50 (297 pm) and retained on a No. 100 (149 pm) sieve
(referred to as No. 100); and a coarser fraction passing a
No. 30 (595 um) and retained on a No. 50 (297 um) sieve
(referred to as No. 50).24%° The test only required 5 g of
the crushed aggregate divided into two portions of 3.125 +
0.005 g retained on No. 50 and 1.875 + 0.002 g retained on
No. 100. The 5 g, with both fractions thoroughly combined,
and 25 mL of 1 N NaOH solution were introduced in a
50 mL polytetrafluoroethylene (PTFE) test tube for 21 days
under four different conditions, as shown in Table 3. Three
replicates were prepared for each condition.

All the PTFE tubes were assembled in the same way,
independent of the condition, by placing the corresponding
amount of CaO at the bottom, followed by the 5 g of aggre-
gate sample on top and the 25 mL of 1 N NaOH solution
covering both solids. The PTFE test tubes, properly sealed
with caps, were stored for 21 days at 55.0 = 2°C for condi-
tions 1, 2, and 3, or 80.0 £ 2°C for condition 4. Immedi-
ately after the 21-day incubation, the liquid fraction inside
the PTFE tubes was filtered using a glass microfiber filter of
<0.7 pm pore size. The elemental concentrations, in milli-
moles per liter (mM), of silicon ([Si]), calcium ([Ca]), and
aluminum ([Al]) were measured in the filtered liquid fraction
using inductively coupled plasma spectroscopy. Lastly, the
reactivity index (RI) of each PTFE test tube was calculated
according to Eq. (1) to assess the alkali-silica reactivity of
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Table 1—General mineralogy, AMBT, MCPT, and T-FAST results and AT of noncarbonate aggregates

used in study

ID Description AMBT MCPT T-FAST AT, kg NaZOcq/m3
M-1 Mixed gneiss/schist/quartzite HR MR HR nm
M-2 Granite gneiss MR MR HR nm
M-3 Mixed quartzite/quartz-mica schist/metasandstone MR MR MR 3
M-4 Mixed gneiss/granitic MR HR MR 3.2
M-5 Quartz diorite/leucogranite na MR MR 3.2
M-6 Basalt/diabase na NR MR 3.6
M-7 Basalt na NR MR 3.6
M-8 Mica (muscovite) schist NR MR MR 3.6
M-9 Mixed granite/granite gneiss/quartzite/metasandstone MR MR MR 3.8
M-10 Diorite/granitic/volcanic (traces) NR MR MR 3.8
M-11 Basalt NR MR MR 4
M-12 Quartz diorite HR MR MR 4.1
M-13 Granite/pegmatite MR na MR 4.1
M-14 Quartzo-feldespatic/pegmatite vein MR MR MR 4.2
M-15 Granitic gneiss/quartzite/schist/basalt MR NR MR 4.4
M-16 Granite (dominant biotite) NR MR MR 4.5
M-17 Quartz diorite na na MR 4.5
M-18 Quartz mica schists/metasandstone/quartzite/metavolcanics NR NR MR 4.6
M-19 Basalt/diabase MR na MR 4.6
M-20 Basalt/diabase NR NR MR 4.8
M-21 Pinkish metagranite MR MR MR 4.9
M-22 Granite MR MR MR 5
M-23 Mixed granite /granite gneiss/biotite-amphibole gneiss/schist na MR MR 5.2
M-24 Mixed diorite/gneiss/granite/schist NR MR SR 52
M-25 Diabase/granite/diorite/sandstone/granite gneiss/schist MR MR MR 5.4
M-26 Mixed quartzite/granitic gneiss/granite/basic volcanic rocks NR NR MR 5.7
M-27 Mixed quartzite/schist/granite gneiss/metavolcanics na MR MR 6.1
M-28 Schists/granite/granitic gneiss/quartzite na NR SR 6
M-29 Granite/quartz diorite NR MR SR 6.4
M-30 Granite/gneisses/schists na MR SR 6.5
M-31 Granite na MR SR 6.5
M-32 Mica (biotite) schist na na SR 6.5
M-33 Gabbro NR NR NR/SR 6.4
M-34 Granodiorite/tonalite NR MR NR/SR nm

Note: nm is not measured; na is not available; NR is nonreactive; SR is slow reactive; MR is moderately reactive; R is reactive; HR is highly reactive.

the aggregates based on the classification criteria proposed
by the T-FAST.'> The results of both accelerated tests, MCPT
and T-FAST, were compared against historic AASHTO
T 303 results.

_ _ [Sil
RL = Cal + [AT M

The ATs of all the aggregates from Tables 1 and 2 classi-
fied as SR or MR by the T-FAST were determined using a
modified T-FAST protocol.!” The aim of measuring the ATs
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of these aggregates, traditionally referred to as marginal, had
a twofold purpose: first, to help understand why these aggre-
gates, despite being labeled as reactive, do not show reactivity
in the field; and second, knowing the AT of these aggregates
allows stakeholders the opportunity to prescribe alterna-
tive mitigation strategies beyond the common prescription
of fly ash or slag. The ATs were measured by exposing the
aggregates to a range of alkali contents, from 0.25 to 1.55%
Na;Ogq (1.05 to 6.51 kg/m® Na,O,,). All experiments were
conducted under condition 2 (0.25 g CaO in the test tube
and 55°C). This amount of CaO was selected to simulate
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Table 2—General mineralogy, AMBT, MCPT, and
T-FAST results, and AT of carbonate aggregates
used in study

AT, kg
ID Description AMBT | MCPT | T-FAST | Na,O/ m?
M-35 | Dolomitic limestone na MR SR 3

M-36 Dolomitic marb1‘e NR NR SR 9
(quartz and tremolite)

M-37 Metacarbonate NR na SR 1.4

M-38 Limestone na NR SR 2

Table 3—Summary of T-FAST conditions

Condition CaO, g Temperature, °C
1 0.13
2 0.25 55
3 0.34
4 0.25 80

the mixture design proportions of ASTM C1293, that is,
concrete prims made with 420 kg/m? of a standard Type I/
II cement and containing an average portlandite content of
0.16 g Ca(OH),/g dry paste.'*?® The different alkali loadings
in the tube were achieved by changing the NaOH concen-
tration of the solution using the following set of equations.!”

Vso
MCement = Wiéf (2)
NaZOeq%
NaQOeunbe = MCementW (3)
2000
Myaon = NaZOCunhem @

The mass of cement (Mcepen;) in grams was calculated for
a total solution of 100 mL (volume of solution [V,,]) using
an average water-cement ratio (w/c) of 0.435 (Eq. (2)). Vsu
was assumed to be 100 mL to ensure an adequate volume
of solution to prepare three replicate test tubes. The Na,Ocq
content of the solution in grams in the tube (Na,Oeqz;5.) was
calculated based on the alkali content (Na,O percentage)
that wants to be simulated (Eq. (3)). Lastly, the molarity of
sodium hydroxide (My,on) Was obtained through Eq. (4),
where M Wx,,0 is the molecular weight of Na,O, and Vs,
is in milliliters (100 mL). Figure 1 shows the ATs of three
aggregates from Table 1. The ATs were calculated at the
exact point at which each of the aggregate curves crosses
the 0.45 RI threshold line (horizontal dotted line in Fig. 1).'4

RESULTS AND DISCUSSION
Classification of aggregates based on T-FAST
The bar graph in Fig. 2 provides the distribution of the
T-FAST classification for all the coarse aggregates in
Tables 1 and 2. The T-FAST considered the majority of the
analyzed aggregates as MR, 63%, followed by SR with 23%,
and HR and borderline NR/SR, both with 5.3%. None of the
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Fig. 1—Effect of alkali loading on RI of coarse aggregate
samples. (Source: FHWA.)
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Fig. 2—Distribution of T-FAST classification of 38 coarse
aggregates rendered by AASHTO TP 144-21. (Source:
FHWA.)

38 aggregates was identified as pure NR, meaning that all
of them contained alkali-silica reactive phases. The distri-
bution of the bar graph in Fig. 2 depicts a majority of the
aggregates as MR or SR (86% of the total), which aligns
with the prototypic concrete aggregate used in Massachu-
setts. Silicon is one of the most abundant constituents of the
earth’s crust, making the presence of silica-based minerals
common among the different types of rocks used in construc-
tion.2”?® This condition implies that several of the minerals
found in aggregate used in construction are silica-bearing
and potentially susceptible to developing ASR.?°3* There-
fore, a majority of aggregates can logically be categorized as
MR or SR. However, despite the abundance of MR and SR
aggregates, the presence of alkali-silica reactive phases in an
aggregate does not necessarily imply that it will exhibit ASR
in the field. The latter will occur only if the mixture design
and field exposure conditions of the concrete in which the
aggregate is used are conducive to developing ASR. The
relation between the presence of alkali-silica phases in
aggregate and its likelihood of developing ASR in the field
will be discussed in greater depth in subsequent sections of
this paper.

Carbonate aggregates

The aggregates listed in Table 2 posed an interesting
case. They were initially classified as MR/HR based on the
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Table 4—Concentrations of silicon and aluminum, and Rl values of carbonate aggregates for all four

conditions tested with T-FAST

Average concentration in conditions 1, 2, and 3 Condition 4
Sample ID Si, mM Al, mM RI Si, mM Al, mM RI
M-35 7.57 0.07 66.7 33.39 0.82 4178
M-36 1.42 0.06 9.92 432 0.07 40.17
M-37 4.61 0.13 20.92 30.76 1.46 20.28
M-38 4.75 0.12 20.82 12.83 1.19 9.95
Typical MR/HR values 3.05t0 11.7 1.1109.65 1.1to 1.85 104.45 to 363.35 1.08 to 1.95 66.8 t0 232.81
QCPT OMCPT Table 5—New T-FAST criteria for classification of
03 T carbonate aggregates with silicon concentration
£ . in condition 4 >1 mM and aluminum concentration
g 041 o in condition 2 <0.2 mM
é 0.3 _E [Si], mM, at condition 4 Description of aggregate reactivity
E~ - o o 1 <[Si] <50 SR
=02 ' o 50 < [Si] < 100 MR
% 0.1 _ o o 100 < [Si] < 1000 HR
= . F EIOCI:ICD O o .[Sl]>1-000 . VHR
Note: VHR is very highly reactive.
1 10 100 1000

Si concentration at C4 (80 *C), mM

Fig. 3—Correlation between physical expansion and
concentration of silicon in condition 4 of T-FAST for group
of dolomites, dolomitic limestones, and dolostone. (Source:
FHWA.)

T-FAST protocol. However, all these samples were char-
acterized by low concentrations of aluminum in conditions
1, 2, and 3, and silicon in condition 4. The data in Table 4
show that the concentration of aluminum in the first three
conditions was less than 0.2 mM, 10 times smaller than
that observed in traditional MR/HR aggregates.'>!4!7:2!
These two circumstances caused an overestimation of the RI
values, thereby resulting in an incorrect T-FAST classifica-
tion of these aggregates.

Interestingly, all these aggregates were carbonate aggre-
gates with dolomite as part of their mineral composi-
tion. Further, the concentrations of silicon in condition 4
revealed the presence of alkali-silica-reactive minerals, as
has been observed in other carbonate aggregates.’*3’ In
such aggregates, the physical expansion correlated with the
amount of alkali-silica-reactive minerals.>**® The relation-
ship between the CPT and MCPT physical expansion of
different carbonate aggregates from Pennsylvania and New
York—mainly dolomites, dolomitic limestones, and dolos-
tones—and the silicon concentrations measured at condition
4 while testing these aggregates in the T-FAST is illustrated
in Fig. 3. A direct correlation between physical expansion
and silicon concentration in condition 4 was not expected for
several reasons. First, the physical expansion data used in
this comparison was not obtained from one accelerated test
method but a combination of both CPT and MCPT expan-
sion results. Second, the NR aggregate used in conjunction
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with the reactive aggregates in the physical expansion tests
was not the same for all aggregates as the data were compiled
from physical expansion tests carried out by several labora-
tories. Despite these uncontrolled variables in the physical
expansion data, Fig. 3 revealed a distinct trend of increasing
physical expansion with increasing silicon concentration.
This relationship between physical expansion and silicon
concentration in condition 4 observed for carbonate aggre-
gates suggested that the concentration of silicon in condi-
tion 4 could be used to rank the ASR reactivity of these
aggregates, as proposed in Table 5. This table only applies
when the aggregate has a silicon concentration greater than
I mM in condition 4 and an aluminum concentration less
than 0.2 mM in condition 2. Using these new criteria, the
classification of the four carbonate aggregates in Table 2
changed from the initial MR/HR to SR in all four cases. The
latter one agreed better with the low concentration values of
silicon measured in all conditions (refer to Table 4) and the
AMBT and MCPT values reported in Table 2.

Evaluation of samples from consecutive
testing campaigns

The T-FAST results of a total of 24 samples of aggre-
gates collected during two different testing campaigns in
2018 and 2019 are compared in Table 6. The small amount
of aggregates used in the T-FAST, only 5 g per tube, high-
lights the importance of a sturdy and rigorous sampling
process to properly capture the heterogeneous mineralogical
composition of some of the aggregates. As mentioned in the
“Methods” section of this paper, AASHTO R 90 and R 76
were followed to ensure adequate sampling when character-
izing aggregates using the T-FAST. The data in Table 6 show
that the T-FAST rendered coherent results for those aggre-
gates sampled during different campaigns. In more than 70%
of the cases, the 2019 T-FAST classification remained the

133



Table 6—RI values under four T-FAST conditions (conditions 1 through 4) for aggregate samples collected

during two consecutive testing campaigns

2018 2019
ID C-1 C-2 C-3 C-4 Class. C-1 C-2 C-3 C-4 Class.
M-3 1.7 1.38 1.3 61.82 MR 1.43 1.22 1.17 103.03 MR/HR
M-5 0.32 0.37 0.74 29.52 SR 1.43 0.7 0.63 66.33 MR
M-6 0.93 0.75 0.7 12.69 MR 1 0.77 0.6 16.78 MR
M-8 0.66 0.44 0.28 445 SR 1.8 1.14 1.06 36.48 MR
M-9 1.12 0.89 0.8 38.77 MR 1.33 1.15 1 232.81 MR/HR
M-10 0.73 0.53 0.48 2.8 MR 0.63 0.43 0.32 2.99 SR
M-11 1.19 0.81 0.71 343 MR 1.43 1.17 0.91 29.78 MR
M-14 1.25 1.32 1.29 56.64 MR 1.08 1.19 1.19 5.5 MR
M-15 0.85 0.64 0.62 17.21 MR 0.81 0.59 0.53 35.98 MR
M-16 0.44 0.32 0.26 2.69 NR/SR 0.26 0.53 0.8 4.03 MR
M-18 0.88 0.59 0.27 6.42 MR 0.57 0.37 0.26 1.61 NR/SR
M-19 0.75 0.91 0.48 15.77 MR 1.61 1.19 1.19 40.81 MR
M-22 1.01 0.49 0.34 5.93 MR 1.16 0.59 0.34 27.38 MR
M-23 0.64 0.34 0.26 4.62 SR 0.54 0.47 0.29 5.09 MR
M-24 0.44 0.38 0.23 4.36 NR/SR 0.61 0.32 0.34 8.09 SR
M-27 1.27 0.65 0.42 8.8 MR 1.26 0.85 0.63 24.29 MR
M-28 0.46 0.34 0.25 4.08 SR 0.43 0.41 0.3 9.76 NR/SR
M-29 0.79 0.31 0.25 3.12 SR 0.35 0.5 0.76 2.16 MR
M-30 0.3 0.31 0.45 10.58 SR 0.4 0.27 0.35 6.79 NR/SR
M-31 0.52 0.35 0.26 12.34 SR 0.34 0.25 0.23 3.37 SR
M-32 0.45 0.29 0.27 3.78 SR 0.34 0.39 0.53 8.29 SR
M-33 0.62 0.44 0.58 1.57 NR/SR 0.8 0.57 0.49 1.18 NR/SR
M-35 na na na 41.77 SR na na na 15.17 SR
M-38 na na na 9.95 SR na na na 14.67 SR

Note: C-1 through C-4 are conditions 1 through 4; Class. is classification.

same or slightly changed to a borderline category compared
with the 2018 one (for example, M-3, M-9, M-24, M-28, or
M-30). The 2019 classification changed with respect to the
previous one in only 30% of the cases, as shown in Table 6.
However, in none of these cases was the difference between
both years’ classifications significant enough to cause a
fundamental change between NR and reactive categories.
In fact, the discrepancies in the reactivity categories were
not concerning from a practical point of view because the
variations were not large enough to trigger a difference in
how the aggregates are treated while incorporating them
into a concrete mixture. These observed discrepancies in
the classification were expected due to the intrinsic varia-
tion in the aggregates’ mineralogy.?'? Intrinsic mineralog-
ical variations often manifest in ASR accelerated mortar and
concrete tests as variations in the final physical expansion
values, !8:40-42

Comparison of ASR classification

The classification of all the aggregates obtained by the
T-FAST was compared against results rendered by the

134

AMBT and MCPT, as illustrated in Fig. 4 and 5, respec-
tively. In both cases, the T-FAST showed higher sensitivity
in detecting the presence of alkali-silica reactive phases in
the aggregate compared to the AMBT or MCPT. As shown
in Fig. 4, the AMBT classified 50% of the aggregates as
NR, while the T-FAST classified 8.3% as NR/SR, 16.7%
as SR, and 25% as MR. The T-FAST also displayed higher
sensitivity than the MCPT, as depicted by the two graphs in
Fig. 5. The 30% of aggregates identified as NR by the MCPT
were further subdivided into NR/SR and SR by the T-FAST.
Specific petrographic examinations were performed in those
aggregate samples showing alkali-silica reactivity in the
T-FAST but not in the MCPT to verify the presence of reac-
tive mineral phases. This analysis could not be performed on
aggregates M-33 and M-36 due to a lack of sufficient mate-
rial. The analysis detected the presence of alkali-silica reac-
tive mineral phases in all the samples classified as NR by the
MCPT.* Microcrystalline quartz and strained quartz were
the common mineral phases observed within those aggre-
gate samples. Interestingly, the T-FAST was able to detect
all the aggregates in which any reactive phase was present.
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Fig. 5—Comparison of ASR classification reported by MCPT and AASHTO TP 144-21. (Source: FHWA.)

Prediction of field performance based on AT data
of aggregates

The data in Fig. 4 and 5 confirm the higher sensitivity of
the T-FAST compared to the AMBT and MCPT in detecting
the presence of alkali-silica reactive phases in the aggre-
gates. However, despite its high sensitivity, the T-FAST, or
any other ASR accelerated test, cannot accurately predict the
reactivity of an aggregate under the alkali loading conditions
of a specific concrete.3®* For this reason, knowing the AT
of aggregates is important. The AT is defined as the specific
alkali level at which the ASR reaction is triggered in an aggre-
gate. Knowing the AT of an aggregate is an important piece
of information that provides insight into the field behavior
of a concrete when combined with the alkali loading of
the concrete. For example, an aggregate will develop ASR
inside of a specific concrete only when the alkali loading
of the concrete, expressed as kilograms of Na,0O,, per cubic
meter, is higher than the AT of the aggregate. By contrast,
a concrete will remain risk-free from developing ASR if its
alkali loading is maintained below the AT of the aggregates.
Figure 6 shows the correlation between the T-FAST classifi-
cation and the corresponding AT value for all the NR/SR, SR,
and MR aggregates in Tables 1 and 2. The carbonate aggre-
gates listed in Table 2 were included in Fig. 6 as a different
series. The carbonate aggregates analyzed in this study were
observed to have lower ATs in comparison with noncar-
bonate aggregates.*’ The analysis and discussion of the AT
for these aggregates have been presented separately. In this
case, because the expansion of these aggregates correlated
with the concentration of silicon (refer to Fig. 3), the AT was
calculated by tracking the changes in silicon concentration
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as a function of alkali content in the test tubes instead of the
RI. The concentration value of 1 mM of silicon was set as
the threshold to calculate the AT, instead of the 0.45 value
of the RI used for noncarbonate aggregates (refer to Fig. 1).

The AT data of noncarbonate aggregates in Fig. 6 displayed
a strong correlation with the T-FAST classification because
the former predictably decreased when moving toward more
reactive T-FAST classifications. Additionally, the analysis of
the AT values provided a better understanding of the poten-
tial field performance of these aggregates. For example, all
the NR/SR and SR aggregates had AT values greater than
5 kg Na,Oy/m’. This result implies that, despite the pres-
ence of reactive phases in such aggregates, they would not
develop ASR in concrete with alkali loading less than 3 kg
Na,O,¢/m’ regardless of the type and dosage of supplemen-
tary cementitious materials (SCMs) used. The AT values of
the MR aggregates ranged from 2.7 up to 6.1 kg Na,Oo/m’,
suggesting that not all MR aggregates would necessarily
develop ASR in the field. For instance, 25% of the MR aggre-
gates had an AT between 4.8 and 6.1 kg Na,O,o/m?, similar
to the NR/SR and SR ones. The AT of half of the MR aggre-
gates ranged from 3.6 to 4.8 kg Na,O/m’, meaning that
other factors, such as the nature of the fine aggregate along
with the type and dosage of the SCMs, should be taken into
consideration when the concrete is designed to avoid future
ASR development. Lastly, 25% of the MR aggregates had
AT values ranging from 2.7 to 3.6 kg Na,O./m’. For ASR
mitigation, this group of MR aggregates should be treated
as HR aggregates despite their MR classification. Therefore,
the highest degree of precaution should be applied to this
type of MR aggregate when the mitigation strategies are

135



D Non-carbonate :_‘:_-_I Carbonate

8
- 71 FR
2. 6
R S
EE"i'
59 5! —
EEN ———

2 1 * |

11 ——

0 ' 4

NR/SR SR MR

T-FAST Classification (AASHTO TP 144-21)
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noncarbonate and carbonate aggregates. (Source: FHWA.)

planned. Interestingly, approximately 75% of the MR aggre-
gates in Fig. 6 had AT values ranging between 3 and 5 kg
Na,O.¢/m’, as previously reported by other researchers.**’

Figure 6 also illustrates that all the aggregates in Table 1
identified by the T-FAST as SR had AT values ranging
between 5 and 6.6 kg Na,O,/m’. By contrast, carbonate
aggregates with the same SR classification had AT values
ranging between 1.3 and 3 kg Na,O./m’, as shown in
Fig. 6. It is interesting to note that certain carbonate aggre-
gates that are potentially prone to alkali-carbonate reaction
(ACR) have been known to trigger expansion in the field
when used in concrete mixtures of low alkali loading.*>*%8
While the carbonate aggregates used in this study are not
believed to be susceptible to ACR, the possibility of these
aggregates undergoing ASR reaction in the field at unex-
pectedly low levels of alkali loading cannot be ruled out. A
thorough comparison of the T-FAST classification and AT
values of a wide range of carbonate aggregates with varying
mineralogies and reactivities has to be completed to under-
stand how prevalent this phenomenon is within these types
of aggregates.

Benefits of combination of T-FAST and
AT measurements

As discussed in the section “Comparison of ASR classi-
fication,” the T-FAST, being more sensitive than other tests
such as the AMBT and MCPT, can detect the presence of
alkali-silica reactive phases in aggregates where other
tests failed. The lack of sensitivity of the commonly used
mortar- or concrete-based accelerated ASR tests has prac-
tical implications. The data in Fig. 4 and 5 clearly indicated
that the AMBT and MCPT systematically mislabeled certain
aggregates with reactive phases as NR. The main risk of
mislabeling these aggregate types is that inadequate ASR
preventive measures may be applied when these aggregates
are used in a concrete mixture design. As an example, if both
the aggregates used in a mixture are believed to be NR, the
overall alkali loading of the concrete may not necessarily be
limited to 3 kg Na,O.,/m’ by the corresponding prescription
of a low-alkali cement, or an adequate dosage of SCMs may
not be applied in the concrete mixture design. The occur-
rence of such cases in the field is low due to the widespread
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practice of using SCMs in most concrete mixtures to address
sustainability concerns. However, several documented cases
exist in which aggregates believed to be NR “unexpect-
edly” developed ASR in the field."!'*!72° The presumed NR
character of these aggregates was, in many cases, corrob-
orated by historic field performance and innocuous expan-
sion records in mortar- or concrete-based accelerated ASR
tests. The systematic characterization of aggregates under
the T-FAST will eliminate the risk of having reactive aggre-
gate mislabeled as “NR” and being used in mixture designs
without the proper precautions, resulting in the potential
occurrence of ASR.

The aforementioned field cases reveal the importance
of having an accurate and sensitive accelerated ASR test,
such as the T-FAST, as the first step to understanding how
aggregates behave in the field.*® However, as mentioned
before, the T-FAST alone does not provide enough infor-
mation to determine the ASR risk of an aggregate under
specific concrete conditions. The information provided by
the T-FAST should be combined with the AT of the aggre-
gates and alkali loading of the concrete to accurately predict
the ASR risk of a particular concrete mixture. Knowing the
AT of an aggregate allows the establishment of a limit in
the alkali loading of the concrete in which the aggregate is
intended to be used to eliminate the risk of ASR. As a rule of
thumb, the alkali loading of the concrete should always be
smaller than the AT of the aggregate combination. As illus-
trated in Fig. 6, the method used in this study to measure
the AT of aggregates made it possible to rank the aggregates
based on their AT values. Knowing the AT of any aggregate
combination opens the door to prescribing specific alkali
loading limits for each concrete mixture design. This knowl-
edge, in turn, would allow a move from the current approach
of limiting the alkali content of cement to 0.6% of Na,Oq
when reactive aggregates are used regardless of their reac-
tivity to a new scenario where the limit of the alkali content
of the cement can vary as a function of the alkali loading
limit of a particular mixture design.

The combination of the T-FAST and AT measurements
has another important benefit: their implementation could
be used to ameliorate the progressive decrease in the avail-
ability of Class F fly ash. ASR mitigation strategies currently
in use across most state highway agencies in the United
States heavily rely on the use of Class F fly ash. Unfortu-
nately, the availability of this SCM has decreased over the
years due to the continuing closure of coal-fired power
plants.*-3! The implementation of AT measurements would
help relieve the high demand for Class F fly ash by allowing
the possibility of using SCMs other than Class F fly ash for
specific cases. For example, the data in Fig. 6 indicate that
alternative SCMs other than Class F fly ash could be used in
mixtures containing those SR and MR aggregates with AT
values greater than 4 kg Na,O.y/m?, provided the SCMs do
not cause the alkali loading of the mixture to increase above
3 kg Na,O,y/m’. Furthermore, the Class F fly ash could be
reserved to exclusively mitigate those MR aggregates in
Fig. 6 with AT values ranging from 2.7 to 3.6 kg Na,O.e/m>.
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CONCLUSIONS

The classification of the sample population in this
study using the new Turner-Fairbank Highway Research
Center alkali-silica reaction (ASR) susceptibility test
(T-FAST) along with the measurements of alkali threshold
(AT) provided several conclusions regarding the capacity of
this new test to separate the aggregates based on their alkali-
silica reactivity, its sensitivity compared to other accelerated
ASR tests, and its potential to predict field performance of
the aggregates in combination with AT measurements.

The T-FAST classified 86% of the aggregates as moderately
reactive (MR) or slow reactive (SR), indicating the presence
of alkali-silica-reactive minerals in them. This classification
reflects the widespread prevalence of these types of minerals
as components of the rocks commonly used as aggregate for
concrete production. The test also displayed high sensitivity
toward those aggregates with low aluminum-leaching capac-
ities, such as carbonate aggregates containing dolomite. The
results presented in this paper confirmed that the physical
expansion of these carbonate aggregates correlated with the
amount of alkali-silica reactive minerals in them, as reported
in previous studies. Thus, this paper proposed a new set of
criteria to allow the T-FAST to detect and classify carbonate
aggregates more reliably. The AT of these aggregates was,
on average, 56% lower than noncarbonate aggregates with
the same T-FAST classification, confirming the propensity
of the former to expand, even when low-alkali cement was
used, as reported in previous studies.

Despite the relatively small sample size used in the T-FAST
to analyze an aggregate (a total of 60 g equally divided into
12 tubes), the systematic analysis of the aggregates sampled
in consecutive sampling campaigns rendered meaningful
results. The experiment confirmed that the T-FAST is an
efficient alternative method that can potentially be used in
the annual Massachusetts Department of Transportation
(MassDOT) in-house ASR testing campaign.

The sensitivity to detect the presence of alkali-silica-
reactive phases within an aggregate was different among
the three tests evaluated. The T-FAST had the highest sensi-
tivity, followed by the mortar concrete prism test (MCPT)
and accelerated mortar bar test (AMBT). Even with this high
sensitivity, the information supplied by any of these tests
was not sufficient to accurately predict the field behavior
on an aggregate with respect to the development of ASR.
The measurement of the AT of the aggregate provided the
missing piece of information required to evaluate field
performance. As discussed in this paper, the combination of
the T-FAST and AT measurements put forth two important
benefits. First, the use of this combination of tools eliminates
the risk of having reactive aggregate mislabeled as “nonre-
active” (NR), which in turn may result in them being used in
mixture designs without the proper precautions. The second
benefit is that the combination of these two measurements
allows stakeholders to be more selective in prescribing
the most effective supplementary cementitious materials
(SCMs)—for example, Class F fly ash—only for the more
reactive aggregates that really require it. In fact, the effective
use of the T-FAST and AT measurements offers the possi-
bility of prescribing less-effective SCMs to certain aggregate
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combinations with AT values greater than 4 kg Na,O.o/m’,
provided the SCM does not cause alkali loading of the
mixture to increase above 3 kg NayO,q/m>.
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Corrosion Behavior of Conventional and Corrosion-
Resistant Steel Reinforcements in High-Performance and

Ultra-High-Performance Concrete
by Ben Wang, Abdeldjelil Belarbi, Mina Dawood, and Bora Gencturk

This paper presents the findings of an experimental study on
the corrosion performance of both conventional and corrosion-
resistant steel reinforcements in normal-strength concrete (NC),
high-performance concrete (HPC), and ultra-high-performance
concrete (UHPC) columns in an accelerated corrosion-inducing
environment for up to 24 months. Half-cell potential (HCP),
linear polarization resistance (LPR), and electrochemical imped-
ance spectroscopy (EIS) methods were used to assess the corro-
sion activities and corrosion rates. The reinforcement mass losses
were directly measured from the specimens and compared to the
results from electrochemical corrosion rate measurements. It was
concluded that UHPC completely prevents corrosion of reinforce-
ment embedded inside, while HPC offers higher protection than
NC in the experimental period. Based on electrochemical measure-
ments, the average corrosion rate of mild steel and high-chromium
steel reinforcement in NC in 24 months were, respectively, 6.6
and 2.8 times that of the same reinforcements in HPC. In addi-
tion, corrosion-resistant steel reinforcements including epoxy-
coated reinforcing bar, high-chromium steel reinforcing bar, and
stainless-steel reinforcing bar showed excellent resistance to corro-
sion compared to conventional mild steel reinforcement. There was
no active corrosion observed for epoxy-coated and stainless steel
reinforcements during the 24 months of the accelerated aging; the
average corrosion rateS of high-chromium steel was 50% of that of
mild steel in NC based on the electrochemical corrosion measure-
ments, and the average mass loss of high-chromium steel was 47%
and 75% of that of mild steel in NC and HPC, respectively. The
results also showed that the LPR method might slightly overesti-
mate the corrosion rate. Finally, pitting corrosion was found to be
the dominant type of corrosion in both mild and high-chromium
steel reinforcements in NC and HPC columns.

Keywords: corrosion; high-performance concrete (HPC); mass loss; steel
reinforcement; ultra-high-performance concrete (UHPC).

INTRODUCTION

The corrosion of reinforcing bars is a major problem for
reinforced concrete (RC) structures globally, particularly
for structures in marine environments and bridges exposed
to deicing chemicals. Studies have revealed that chloride
attack is the most common cause of the initiation of rein-
forcement corrosion (ACI Committee 222 2001). Concrete
is alkaline in nature with a pore solution pH of 12 to 13,
which creates a passive film and protects the reinforcing bars
from corrosion. Once chloride penetrates the concrete cover
and reaches a specific concentration (chloride threshold),
the passive film on the reinforcement surface is damaged
locally. Once the passive film breaks down, reinforcement

ACI Materials Journal/November 2023

corrosion initiates in the presence of oxygen and water,
followed by the consumption of virgin steel and the produc-
tion of less-dense corrosion products. The corrosion prod-
ucts—such as ferrous hydride, ferric hydroxide, and ferric
oxide—have volumes that are two to 10 times that of virgin
steel. The volume expansion creates pressure within the
concrete, causing concrete cracking, and eventually leading
to concrete spalling around the reinforcing bars.

One way to enhance the durability of RC structures in
corrosive environments is through the use of corrosion-re-
sistant reinforcing steels and high-performance concretes
(HPCs). These corrosion-resistant steel reinforcements
include various types of epoxy-coated (EC), high-chromium
(HC), and stainless (SS) steel reinforcements. These corro-
sion-resistant reinforcements either use physical coatings to
limit the access of moisture and oxygen or alter the chem-
ical compositions of steel to improve the corrosion resis-
tance. Several studies examined the performance of these
corrosion-resistant reinforcements in conventional normal-
strength concrete (NC). Results indicated that EC, HC, and
SS steel reinforcement exhibit high corrosion resistance
(Cui 2003; Darwin et al. 2013; Hansson et al. 2007; Ji 2005;
Rizkalla et al. 2005; Wang et al. 2022).

HPCs show improved durability and mechanical proper-
ties compared to NC. In recent years, HPC and ultra-high-
performance concrete (UHPC) have been developed and used
in infrastructure projects. HPC is defined by ACI Committee
363 (2010) as “...a concrete meeting special combinations
of performance and uniformity requirements that cannot
always be achieved routinely using conventional constitu-
ents and normal mixing, placing, and curing practice...,”
while UHPC is generally considered to have a compressive
strength greater than 150 MPa (Graybeal 2006).

Studies have shown that HPC has better durability and
corrosion resistance compared to NC. HPC is achieved
through a low water-binder ratio (w/b) and the use of supple-
mentary cementitious materials. The reduced water content
and the pozzolanic reactions from the supplementary mate-
rials result in a denser matrix with low permeability, which
significantly delays chloride penetration and reinforcement

ACI Materials Journal, V. 120, No. 6, November 2023.

MS No. M-2023-083, doi: 10.14359/51739153, received April 5,2023, and reviewed
under Institute publication policies. Copyright © 2023, American Concrete Institute.
All rights reserved, including the making of copies unless permission is obtained from
the copyright proprietors. Pertinent discussion including author’s closure, if any, will
be published ten months from this journal’s date if the discussion is received within
four months of the paper’s print publication.

141



corrosion rates. Researchers have conducted several studies
to investigate the durability and corrosion resistance of HPC
and compared the reinforcement corrosion characteristics
of steel reinforcing bars in NC and HPC (Aitcin 2003;
El-Gelany 2001; Gowripalan and Mohamed 1998; Hansson
et al. 2006; Ismail and Ohtsu 2006; Ismail and Soleymani
2002; Jaffer 2007; Lopez-Calvo et al. 2017, 2018; Nazim
2017; Presuel-Moreno et al. 2018; Soleymani and Ismail
2004; Tan 2015; Wang 2019). Gowripalan and Mohamed
(1998) investigated the effectiveness of HPC in reducing the
corrosion of conventional mild steel (MS) and galvanized
steel. Silica fume was used to replace 10% of cement in
HPC mixtures with water-cement ratios (w/c) of 0.25 and
0.35. The authors performed the rapid chloride-ion penetra-
tion test (RCPT) (ASTM C1202 2012), half-cell potential
(HCP) test, and pH tests to evaluate the corrosion perfor-
mance. RCPT test results showed that the charge passed
through HPC at different ages (7, 28, 56, and 90 days) were
much lower (0.05 to 0.5 times) than that in NC (w/c = 0.45
and 0.55), indicating that HPC reduces chloride-ion pene-
tration significantly. HCP results showed that corrosion of
both mild and galvanized steel reinforcements in NC started
earlier than that in HPC. Cracking was observed in both
NC and HPC after the HCP was lower than the assumed
threshold of —350 mV. The findings also indicated that suffi-
cient cover thickness was necessary for HPC, especially for
structures in aggressive environments. Galvanized steel also
delays the initiation of chloride-induced corrosion. Hansson
et al. (2006) investigated the influence of concrete types and
properties on microcell and macrocell corrosion rates. Three
concrete mixtures were tested: NC (w/c = 0.43, 28-day
concrete compressive strength f.' = 41.1 MPa), HPC with
25% slag (w/b=0.35, f.' = 59.5 MPa), and HPC with 25% fly
ash (w/b =0.35, f.' = 59.3 MPa). The specimens were made
according to ASTM G109 (2013) and they were exposed
to 2 weeks of ponding with 3% NaCl solution followed by
2 weeks of drying for 180 weeks. The linear polarization
resistance (LPR) method was used to measure corrosion
rates over time. It was found that the electrical resistivity
of HPC was more than 5.5 times that of NC. In addition,
the electrical charge passed through HPC in 6 hours per
ASTM C1202 was less than 0.17 of that of NC at both 28
and 56 days. These results proved that HPC has significantly
better corrosion resistance than NC. Moreover, the results
of the experimental program indicated that microcell corro-
sion is the major mechanism of reinforcement corrosion in
concrete, and that microcell corrosion is more dominant in
HPC than NC due to the high resistance of HPC to ionic
flow. Corrosion rate measurements showed that the macro-
cell corrosion rate of steel in HPC was three to four orders of
magnitude lower than that in NC, while the microcell corro-
sion rate in HPC was just one order of magnitude lower than
that in NC.

Apart from its exceptional mechanical strength, UHPC
exhibits remarkable durability characteristics due to its
unique composition of materials and carefully crafted
mixture proportions. The dense cementitious matrix of
UHPC results in low permeability, offering high resistance
against moisture penetration, chloride ingress, acid exposure,
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carbonation, and freezing-and-thawing cycles. This has been
verified through many studies that have tested the durability
of UHPC made using various ingredients in various environ-
ments over the past two decades (Abbas et al. 2016; Alkaysi
et al. 2016; Batoz and Behloul 2009; Ferdosian and Camoes
2016; Ghafari et al. 2015; Graybeal 2005; Graybeal and
Hartman 2003; Graybeal and Tanesi 2007; Pernicova 2014;
Piérard et al. 2009, 2013; Shareef 2013; Sharma et al. 2018;
Sritharan 2015). Graybeal and Hartman (2003), Graybeal
(2005), and Graybeal and Tanesi (2007) investigated the
strength and durability of UHPC mixtures (w/b = 0.15, f
> 186 MPa) that were cured in steam or ambient environ-
ments. The UHPC mixtures in these references were made
of portland cement, silica fume, fine sand, ground quartz,
high-range water-reducing admixture, and 2% (by volume)
steel fibers with 0.2 mm diameter and 13 mm length. The
durability investigations included chloride-ion penetra-
tion, abrasion, alkali-silica reaction (ASR), freezing-and-
thawing, and scaling tests. Results of the RCPT per ASTM
C1202 showed that the rapid chloride-ion permeability of
all UHPC mixtures was very low or negligible and the total
Coulombs passed in the tests (recorded at 1-minute intervals
over the 6-hour time frame) were as low as 18 for UHPC
under steam curing. Results of the chloride penetration test
per AASHTO T 259 (2002) showed that the average chlo-
ride content for all mixtures was less than 0.05 kg/m® of
concrete, which was below the minimum accuracy threshold
of this test method, indicating that UHPC shows excellent
resistance to chloride penetration. Results of the abrasion
resistance test per ASTM (C944/C944M (2012) showed
that the air-cured UHPC had a higher weight loss of 1.18
to 2.1 g per abrading, while steam-cured UHPC mixtures
only had 0.08 to 0.34 g per abrading. Results of the ASR test
per ASTM C1260 (2014) showed that the ASR expansions
of all mixtures were in the range from 0.004 to 0.023% (14
to 28 days), which was approximately an order of magni-
tude below the innocuous alkali-silica resistance defined by
the specifications. In addition, the results of the freezing-
and-thawing resistance tests per ASTM C666/C666M
(2015) and scaling resistance tests per ASTM C672/C672M
(2012) indicated that all UHPC mixtures had great resistance
to both freezing and thawing and scaling. Based on these test
results, it was concluded that UHPC mixtures exhibit supe-
rior durability, and steam-cured UHPC sections are immune
to chloride-ion penetration, scaling, and freezing-and-
thawing damage. Piérard et al. (2009) studied the durability
and cracking of UHPC (w/b = 0.18, f." = 148 MPa) without
fibers. The UHPC mixture was made of CEM I 42.5R
cement (BS EN 197-1 2011), silica fume, quartz sand (up to
1 mm), porphyry aggregate (1 to 3 mm), and high-range water-
reducing admixture. NC (w/b = 0.5, f.’ = 51 MPa) and HPC
(w/b=0.33, f." = 101 MPa) were also included for compar-
ison. Two curing methods were considered: moist curing and
air curing. Resistance to carbonation and chloride ingress
were investigated. Accelerated carbonation test results
showed that the carbonation rate of moist-cured NC, HPC,
and UHPC was 0.95, 0.2, and 0.03 mm/Vday respectively,
while the carbonation rate of air-cured NC, HPC, and UHPC
was 1.42, 0.55, and 0.06 mm/\day respectively, indicating
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Table 1—Mixture proportions of concrete by weight

High-range
water- CaCl,
Cement, Fly ash, Silica Fine Silica Silica Silica reducing flakes
Concrete Type I/11 Type F fume Gravel sand sand 1 sand 2 powder admixture Water (85%)
NC 1 — — 2.04 2.49 — — — 0.0075 0.5 0.04
HPC 1 0.25 — 2.88 2.88 — — — 0.0125 0.56 0.04
UHPC 1 0.3 0.31 — — 0.79 0.46 0.31 0.1 0.31 0.02
that the carbonation rate of UHPC was one order of magni- , 200 mm ,
tude lower than that of NC and HPC. Results of the 56-day —>}
accelerated chloride diffusion test per NT Build 443 (1995) - } 6 #4 bar
showed that the effective chloride diffusion coefficient of : )
moist-cured NC, HPC, and UHPC was 15.0 x 1072, 1.0 x '
1072, and 0.4 x 107'2 m%/s, respectively, while the effective #3 (@ 75 mm
chloride diffusion coefficient of air-cured NC, HPC, and Spiral
UHPC was 22.2 x 1072, 2.1 x 1072, and 0.4 x 1072 m%/s,
respectively, indicating that UHPC has considerably better ¥ e
chloride diffusion resistance than NC and HPC. In addi- = ;: ¥ ’:
tion, the authors investigated the cracking tendency of = Vit -
UHPC under restrained conditions by performing shrinkage = r Trs : Clear cover
measurements and ring tests. The results of these tests b e : 1 = 9§ yhirn
showed that UHPC has higher autogenous shrinkage, which R

potentially could lead to cracking. The authors also indicated
that by adding steel fibers to UHPC mixtures, resistance of
UHPC to microcracks caused by restricted shrinkage can be
improved.

Despite previous studies having demonstrated the
improved durability and corrosion resistance of HPC and
UHPC, as well as that of corrosion-resistant reinforcing
steels, there remains a lack of a systematic study of the corro-
sion behavior of different types of reinforcements in different
types of concrete. This study aims to directly compare the
corrosion performance of various reinforcements, including
conventional MS, EC, HC, and SS steel, when embedded in
different types of concretes, including NC, HPC, and UHPC.

RESEARCH SIGNIFICANCE

The corrosion of steel reinforcement in RC structures
has been a major issue globally. To address this, two prac-
tical solutions are the use of more durable concretes and
corrosion-resistant reinforcements. This study directly
compares the corrosion resistance of various reinforce-
ments, including conventional MS, EC, HC, and SS steel,
in different types of concretes (NC, HPC, and UHPC) for
large-scale specimens in circular column configuration. The
results from this research are expected to promote the wider
use of corrosion-resistant reinforcements and more durable
concretes, leading to the creation of more sustainable and
long-lasting civil infrastructure.

EXPERIMENTAL INVESTIGATION
The corrosion resistance of four commonly used rein-
forcements—MS, EC, HC, and SS steel—were investigated
in three different types of concrete with varying levels of
strength and durability—that is, NC, HPC, and UHPC. MS
reinforcement in NC was used as a reference for compar-
ison. Circular columns with both longitudinal and transverse
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Fig. I—Schematic of column specimens.

reinforcements were used to simulate real RC structures.
The HCP, LPR, and electrochemical impedance spectros-
copy (EIS) were used to assess the corrosion activity and
corrosion rate, along with direct reinforcement mass loss
measurements of the corroded reinforcements after acceler-
ated aging exposure.

Materials

The proportions of the concrete mixtures are presented in
Table 1. The compressive strengths at 28 days for NC, HPC,
and UHPC were 42.7, 69.6, and 150 MPa, respectively. In
this study, CaCl, flakes were added to the concrete mixtures
directly during mixing to accelerate the corrosion process.
The four types of reinforcement studied were ASTM A615/
A615M Grade 60 conventional MS reinforcement, ASTM
A775/A775M Grade 60 EC reinforcement, ASTM A1035/
A1035M Grade 100 HC steel reinforcement, and ASTM
A995/A995M Grade 75 SS reinforcement (Type 2304 SS).
The chemical compositions of these reinforcements are
given in Tables 2 and 3.

Specimens

Column specimens, as shown in Fig. 1, were selected in
this experimental program to imitate real-life RC structures.
Different combinations of three different types of concrete
and four types of reinforcements were investigated in the
experimental program, as shown in Table 4. A volumetric
transverse reinforcement ratio of 2.45% and six longitu-
dinal bars were used to ensure the column specimen with
traditional materials (NC+MS) complies with ACI 318-19
recommendations (ACI Committee 318 2019). The rein-
forcement arrangement in all column specimens was iden-
tical to eliminate any impact on corrosion behavior. A total
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Table 2—Chemical composition of transverse steel reinforcing bars

Element, wt. % C Mn P S Si Cu Ni Cr
MS 0.410 0.800 0.012 0.029 0.210 0.290 0.200 0.170
EC 0.440 0.630 0.009 0.050 0.180 0.360 0.140 0.140
HC 0.100 0.670 0.008 0.010 0.390 0.110 0.080 9.81
SS 0.016 1.500 0.031 0.0003 0.570 0.270 4.230 22.58

Element, wt. % \% Mo Sn N Cb Co Al CE
MS 0.002 0.041 0.008 — — — 0.002 —
EC — 0.034 0.011 — 0.001 — 0.001 —
HC 0.020 0.020 0.008 0.012 — — — 1.200
SS — 0.180 — 0.128 — 0.080 — —

Table 3—Chemical composition of longitudinal steel reinforcing bars

Element, wt. % C Mn P S Si Cu Ni Cr
MS 0.370 0.970 0.014 0.019 0.210 0.320 0.180 0.220
EC 0.430 0.790 0.014 0.037 0.180 0.360 0.130 0.170
HC 0.110 0.640 0.007 0.009 0.300 0.150 0.100 9.71
SS 0.017 1.800 0.030 0.0009 0.470 0.240 3.740 22.58

Element, wt. % \% Mo Sn N Cb Co Al CE
MS 0.004 0.039 — — — — — —
EC 0.001 0.046 0.010 — 0.002 — 0.002 —
HC 0.020 0.020 0.011 0.013 — — — 1.190
SS — 0.270 — 0.166 — 0.100 — —

Table 4—Test matrix

Reinf.
Conc. MS EC HC SS
NC .
Two specimens—exposure of 12 and 24 months,
HPC respectively, for each concrete and reinforcement
UHPC combination

of 24 specimens were made and subjected to aggressive
environmental exposure for up to 24 months to evaluate the
corrosion performance of the reinforcements and measure
the mass loss due to corrosion. The initial weight of each
longitudinal and transverse reinforcing bar was recorded
and then secured in a cage for concrete casting. Plastic ties,
rather than steel wires, were used to tie the longitudinal and
transverse bars, avoiding any influence on reinforcement
corrosion. Copper wires were connected to both the longi-
tudinal and transverse reinforcements for electrochemical
corrosion rate measurements, and the connection areas were
sealed with electrical tape.

Test procedures

First, column specimens were fabricated at a concrete
plant. After a 28-day curing period in ambient environment,
all specimens were put into an aggressive environment (refer
to the next section) for 12 months. Once the first 12 months
of exposure were completed, the reinforcing bars were care-
fully extracted from the columns to avoid damaging the
bars. These reinforcing bars were then cleaned according
to ASTM G1 (2003), and the mass loss was measured. The
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remaining 12 specimens were kept in the accelerated envi-
ronment for an additional 12 months. After 24 months of
exposure, the reinforcing bars were extracted in a similar
way, and the mass loss was measured and recorded.

Environmental conditions

In this study, the process of corrosion was accelerated by
immersing the concrete columns in a heated 5% (wt. %)
chloride solution for 9 months. The temperature was main-
tained at 40°C. The solution was drained and the speci-
mens were allowed to dry for 2 days in every 4-day cycle.
Starting from the tenth month, the wetting-and-drying cycle
was increased to every 4 hours (2 hours wet, 2 hours dry) to
further increase the rate of corrosion.

Electrochemical corrosion measurements

The corrosion of reinforcement in the columns was moni-
tored using a potentiostat. Three corrosion evaluation tech-
niques were used: HCP, LPR, and EIS. HCP tests were used
to assess the initiation of corrosion, while the LPR tests were
used to measure corrosion rates of MS, HC, and SS rein-
forcements. EIS tests were used to measure the corrosion
rate of EC due to the limitation of LPR. Figure 2 illustrates
the three electrodes necessary for LPR and EIS tests. In
the test setup, reinforcing bars within the column served as
the working electrodes (WE), with a copper/copper sulfate
reference electrode (RE) probe acting as the RE and placed
on top of the concrete through a wet sponge to maintain
an electrical connection. A titanium mesh surrounding the
surface of the columns was used as the counter electrode
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Fig. 3—HCP measurements of reinforcements in columns: (a) NC longitudinal; (b) NC transverse; (c) HPC longitudinal; and

(d) HPC transverse reinforcement.

(CE), with an electrical connection maintained by a damp
cloth between the titanium mesh and the column surface.

EXPERIMENTAL RESULTS AND DISCUSSION
Half-cell potential

The HCP results of MS, HC, and SS in the NC, HPC,
and UHPC columns are presented in Fig 3. The data shown
in the figure are the average of four readings taken from
two columns and two readings from different locations of
one column during 2 to 13 months and 14 to 25 months,
respectively. The vertical error bars in the figure indicate
the range of the minimum and maximum values among all
the readings at a given time. The x-axis represents the time
in months and the y-axis represents the HCP relative to the
reference electrode. The dashed lines in the figure divide the
“no corrosion,” “uncertain,” and “active corrosion” zones
according to ASTM C876 (2015), with values of —200 and
—350 mV, respectively.

It is seen in Fig. 3 that in both NC and HPC columns, the
HCP values from high to low follow the order of SS, HC,
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and MS, indicating the order of corrosion activity from low
to high. The HCP values of MS and HC were always below
—350 mV and in the “active corrosion” region, indicating
that NC and even HPC were not able to provide adequate
protection to the reinforcement under the aggressive envi-
ronmental conditions of this study. Furthermore, the HCP
values of MS and HC decreased significantly in the ninth
month and remained relatively stable thereafter, indicating
significant corrosion activity between 10 and 25 months.
Additionally, no significant differences in HCP values were
observed between the longitudinal and transverse reinforce-
ments in both NC and HPC columns. For SS, the HCP values
were always close to or higher than —350 mV, indicating a
very minor possibility of active corrosion.

The HCP values for MS, HC, and SS in the UHPC
columns were consistently above —350 mV, indicating a low
likelihood of active corrosion. This demonstrates that UHPC
provides exceptional durability and effectively protects the
reinforcement from corrosion.
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Corrosion rate

The corrosion rates of bare reinforcement were deter-
mined using LPR tests. Figures 4, 5, and 6 show the repre-
sentative LPR plots of MS, HC, and SS in NC, HPC, and
UHPC columns, respectively, after 24 months of accelerated
aging exposure. In the plots, the x-axis represents the corro-
sion current and the y-axis represents the corrosion potential
relative to the copper/copper sulfate RE. The slope of the
LPR curves near the corrosion potential (where the corro-
sion current is zero) indicates the polarization resistance.
Figure 4 demonstrates that in NC columns, the MS curve
has the smallest slope, while the SS curve has the largest
slope among the three curves, indicating that the polariza-
tion resistance from large to small follows the order of SS,
HC, and MS. In HPC columns, as shown in Fig. 5, the slopes
of the MS and HC LPR plots are similar, while the slope of
the SS curve is much larger, meaning that SS has a much
higher polarization resistance than MS and HC, and MS
and HC have close polarization resistances. In the UHPC
columns, as shown in Fig. 6, all slopes were very large and
the polarization resistances were very high, indicating negli-
gible corrosion rates.
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The corrosion rate of the EC reinforcement was deter-
mined using the EIS tests. Figure 7 presents an example of
the EIS plot of EC in both NC and HPC. The Nyquist plot,
as depicted in Fig. 7(a), has the real part of the impedance
(Z,ea) On the x-axis and the imaginary part of the impedance
(Zing) on the y-axis. The magnitude of the impedance (|Z])
is represented by the distance between the plotted point and
the origin, and the slope of the line connecting the plotted
point to the origin represents the phase shift (®). In the Bode
plot, shown in Fig. 7(b), the x-axis is the applied alternating
current (AC) frequency (w), the magnitude of the impedance
(1Z]) is on the left y-axis, and the phase shift (D) is on the
right y-axis. The electrical equivalent circuit (EEC) shown
in Fig. 8 was used to fit the EIS data in this study. The EEC
includes the resistance of the concrete (R;), the resistance and
capacitance of the epoxy-coating pores (R. and CPE,), the
resistance and capacitance of the film on the reinforcement
surface (Ryy.r and CPEy,,.,), the capacitance of the double
layer (CPE,), and the polarization resistance (R,). It should
be noted that in the concrete-reinforcement system, the
coating capacitance, film capacitance, and electric double-
layer capacitance often deviate from pure capacitance due to
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the dispersion effect. As a result, the constant phase element
(CPE) was used in the EEC model instead of pure capac-
itance. The results of the fitting showed that the proposed
EEC fits the experimental data well, as illustrated in Fig. 7.

Once the polarization resistances were obtained, the corro-
sion rate of the reinforcement was determined according to
ASTM G102 (1989). The results are shown in Fig. 9, which
summarizes the corrosion rates obtained from LPR tests
on MS, HC, and SS in NC and HPC columns. The average
corrosion rate values displayed in the figure are based on
the average of four measurements on two columns and two
measurements on one column during 2 to 13 months and
14 to 25 months, respectively. The error bars in the figure
indicate the range between the minimum and maximum
values among all the measurements taken at a certain time.
On the x-axis, the time is measured in months, while the
y-axis represents the corrosion rate in mils per year (mpy).
The dashed lines in the figure correspond to the dividing
values for low, moderate, and high corrosion rates according
to Cady and Gannon (1993) and Ji (2005) with values of
0.046, 0.228, and 0.456 mpy, respectively.

As seen in Fig. 9, MS in NC columns underwent severe
corrosion in the accelerated aging environment. The first
measurement of the corrosion rate at the end of the first
month was approximately 0.5 mpy, and by the end of the
24-month exposure, the rate had increased fourfold to over
2 mpy. The maximum corrosion rate recorded during the
entire period was 2.9 mpy. Meanwhile, HC reinforcements
showed similar corrosion rates before the seventh month but
then significantly decreased. After the 12th month, the corro-
sion rates of HC were less than half those of MS. On the
other hand, the corrosion rates of SS reinforcements were
negligible throughout the entire exposure period. Addition-
ally, it was discovered that the transverse reinforcements of
MS and HC experienced slightly higher corrosion rates than
the longitudinal reinforcements. This is because the trans-
verse reinforcements were closer to the concrete cover and
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had better access to moisture, oxygen, and the accelerated
corrosion environment. Furthermore, as shown in Fig. 10,
more corrosion was observed on the outer surface of the
transverse reinforcements for the same reason.

In HPC columns, both MS and HC reinforcements
showed low to moderate corrosion rates, with values less
than 0.5 mpy at all times. These rates were significantly
lower than those of MS and HC in NC columns, indicating
the better protection provided by HPC. There was no signif-
icant difference between the corrosion rates of MS and HC
throughout the entire accelerated aging exposure, which
may be due to the protection of HPC making the controlling
factor for corrosion the access to moisture and oxygen, rather
than the reinforcement’s corrosion resistance. Additionally,
longitudinal and transverse reinforcements showed similar
corrosion rates in HPC due to the overall low corrosion rates
of the reinforcements well-protected by HPC cover. The
corrosion rates of SS reinforcements remained negligible
throughout the entire period, as they did in NC.

In NC and HPC columns, the EIS tests revealed that the
EC reinforcements had negligible corrosion rates, owing to
the effective protection provided by the epoxy coating that
prevented the steel reinforcements from being exposed to
moisture and oxygen, which are the essential elements for
corrosion. Additionally, throughout the entire exposure
period, the corrosion rates of all four types of reinforce-
ments in UHPC columns were always negligible, as the high
packing density of the UHPC effectively inhibited the diffu-
sion of oxygen and moisture, which are crucial factors for
corrosion.

In summary, the results of the electrochemical corrosion
rate measurements demonstrated that none of the EC and SS
reinforcements in NC and HPC, and all the reinforcements
in UHPC showed signs of corrosion during the 24-month
accelerated corrosion exposure. The corrosion rates of MS
and HC in NC were much higher compared to the same
reinforcement types in HPC during the same measurement
periods. On average, the corrosion rate of MS and HC in NC
was 6.6 and 2.8 times, respectively, that of the same rein-
forcement types in HPC over the 24-month exposure period.
UHPC showed the best corrosion resistance, followed by
HPC, while NC exhibited the weakest performance. Addi-
tionally, the results showed that MS had a higher corrosion
rate than HC in NC, with the average corrosion rate of MS
being twice that of HC. However, in HPC, the average corro-
sion rates of MS and HC were almost the same, likely due to
limited access to oxygen and moisture.
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Fig. 10—Examples of pitting corrosion of reinforcement in HPC:

and (d) HC longitudinal reinforcement.

Reinforcement mass loss

Atthe end of 12 and 24 months of exposure, the reinforcing
bars were carefully removed from the column specimens to
prevent damage. These reinforcing bars were then cleaned
according to ASTM G1, and the mass loss was measured.
As depicted in Fig. 10, MS and HC in HPC columns also
exhibited signs of pitting corrosion. Moreover, corrosion
was evident only on one side of the reinforcing bars, the side
facing the cover concrete, which was closer to the aggressive
environment.
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(a) MS transverse; (b) HC transverse; (c) MS longitudinal;

The results of the mass loss measurements of the column
specimens after 12 and 24 months of accelerated corrosion
exposure are presented in Fig. 11. The results showed negli-
gible mass loss for EC and SS reinforcements, indicating
that they remained free of corrosion even after 24 months of
exposure to the aggressive environment. On the other hand,
loss of mass was observed in MS and HC reinforcements.
The mass losses of MS, both longitudinal and transverse
reinforcements, were found to be higher than those of HC:
the mass losses of HC were 44 to 54% (with an average
of 47%) and 64 to 82% (with an average of 75%) of that
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of MS in NC and HPC columns, respectively. The results
also indicated that the mass losses of MS and HC in NC
after 24 months of exposure were 4.0 and 2.3 times, respec-
tively, that of MS and HC in HPC. This can be attributed
to the protection offered by HPC against the penetration of
oxygen and moisture. The results also showed that the mass
loss of transverse reinforcements were higher than those of
longitudinal reinforcements, with the average mass loss of
transverse reinforcements being 2.3 and 2.1 times that of
longitudinal reinforcements in NC and HPC, respectively,
due to the easier access of moisture and oxygen to trans-
verse reinforcement. Finally, the findings indicated that
the mass losses in the second 12 months (months 13 to 25)
were slightly higher than twice those of the first 12 months
(months 1 to 13), suggesting that corrosion in the second
12 months was more active than in the first 12 months. For
UHPC specimens, no mass loss was observed in any of the
four types of reinforcements, owing to the excellent protec-
tion offered by the UHPC cover, which has been demon-
strated to have the highest durability.

The results from the mass loss measurements were
compared with the mass loss estimations obtained from the
electrochemical corrosion rate measurements using Fara-
day’s law, which is expressed as

M-It
m=TE M

where m is the mass loss of steel in grams; M is the atomic
weight, which is 55.85 g/mol for iron; 7 is the current in
amperes; ¢ is the time in seconds; 7 is the number of valence
electrons, which is 2 for iron; and F' is Faraday’s constant,
which is 96,487 coulombs/mol.

Figure 11 presents the calculated mass loss from elec-
trochemical corrosion rate measurements for the NC and
HPC columns. There are differences between the mass loss
directly measured from columns and the ones estimated
from electrochemical measurements; the directly measured
mass loss was 54 to 106% (with an average of 78%) and 60
to 142% (with an average of 97%) of the estimated mass
loss in NC and HPC columns, respectively. The differences
are attributed to three reasons. First, the directly measured
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mass loss reflected the total impact of corrosion activities
over the entire exposure period, while the estimated mass
loss only represented the corrosion activities at the moment
the corrosion rate measurements were taken. Second, it
was noted that electrochemical methods may overestimate
the corrosion rate (Alghamdi and Ahmad 2014; Zou et al.
2011). Alghamdi and Ahmad (2014) reported that the grav-
imetrically measured corrosion rate was on average 86% of
the electrochemically measured rate, which agrees with the
findings here. Lastly, corrosion activity may vary greatly in
different parts of the same column and in different reinforce-
ments in different columns.

CONCLUSIONS

An experimental study that directly compares the corro-
sion behavior of mild steel (MS), epoxy-coated steel (EC),
high-chromium steel (HC), and stainless steel (SS) in
normal-strength concrete (NC), high-performance concrete
(HPC), and ultra-high-performance concrete (UHPC) in a
chloride environment was performed. The research findings
led to the following main conclusions:

1. UHPC proved to be highly durable, protecting the
embedded reinforcements from any corrosion activity even
after 24 months of accelerated corrosion exposure. HPC was
also found to be more durable than NC, with the mass loss of
MS and HC in HPC being 25 to 49% of that in NC.

2. EC and SS showed negligible mass loss even after
24 months in an aggressive environment.

3. HC was found to have better corrosion resistance than
MS in NC. Based on the measurements after 24 months of
exposure, the average corrosion rates of HC were 50% and
75% of that of MS in NC and HPC, respectively.

4. Transverse reinforcing bars were more susceptible to
corrosion than longitudinal reinforcing bars, due to their
higher exposure to chloride, moisture, and oxygen. Mass
loss measurements revealed that the corrosion rates of longi-
tudinal reinforcements were 48%, 39%, 49%, and 47% of
those of transverse reinforcements for MS in NC, HC in NC,
MS in HPC, and HC in HPC, respectively, after 24 months
of accelerated aging exposure.

5. Pitting corrosion was found to dominate MS and HC in
NC and HPC under a chloride attack environment.
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6. Half-cell potential (HCP) was found to be a reliable
indicator of corrosion activity, with results for MS, HC, SS
reinforcements in all three types of concrete agreeing with
the mass loss measurements.

7. Linear polarization resistance (LPR) tests were found to
potentially overestimate corrosion activity. Results showed
that the mass losses directly measured from columns were
78% and 97% of that estimated from the electrochemical
corrosion rate measurements in NC and HPC, respectively.
It is noted that the mass loss measured directly from the rein-
forcements in columns represents the cumulative mass loss
over 24 months of exposure, while the mass loss estimated
from electrochemical corrosion rate measurements only
represent the instantaneous corrosion status at the time when
these measurements were taken.
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